CHAPTER 3EMERGENCE AND EVOLUTION OF COMPLEX SOCIETIES
THE IDEA OF A UNIVERSAL EVOLUTIONARY PROCESS

Is there a sense in which the evolutionary proedssh has produced everything
from elementary particles to the industrial age dlasys been the same process?
And, if it is not just one process, how many preesss it?

At a very general level, all evolutionary changes @ertainly expressions of a single
universal process, namely one in which an exigfisgipative system spontaneously
reorganises all or part of its static and kinetiacures in a way which converts
higher-quality energy (exergy) from one form toetforms at an increased rate and,
in so doing, increases the overall rate at whightdmality energy (entropy) is being
produced and dissipated into the parent environmienthis sense the evolutionary
process is a spontaneous equilibrating processfysat) a ‘thermodynamic
imperative’ to reduce thermodynamic potential {#atenergy gradients) in the most
effective available way. Inverting this, the pile, the law perhaps, to which the
evolutionary process is conforming is that entrepgntaneously increases at the
maximum available rate.

Newly-organised dissipative systems, singly orombination, can behave in
extraordinarily diverse ways and have diverse irtgpan their surroundings. Much
effort has gone into recognising recurring ‘contiege’ patterns in such behaviours
and impacts. For example, the theory of non-lirdyaamic system&ee chapter 3)
suggests various templates for the behaviouradtajy (eg cyclic, chaotic, point) of
a system entering a new basin of attraction andfieconcepts like thresholds and
resilient behaviour (bouncebackability!). Some egst swing rapidly through a
sequence of basins, others persist stably in osia.b®ther well-recognised
behaviours include the formation of hierarchiesysdtems (systems contained in or
made out of other systems) and various symbioteractions between systems. We
might also note, as pointed out by Salthe (1998&, from a self-organisation
perspective, the distinction between evolution (mgbetween basins?) and
development (moving within a basin?) becomes bilrfehey are overlapping
historical processes.

Here, it is not our intention to attempt to abstsaand comprehensively classify what
is a superabundance of dynamic behavioural pog&bifor mixtures of evolving
systems. Perhaps it is just semantics, but lifintbre useful to think of these diverse
behavioural possibilities as variations on onedasblutionary process rather than as
separate evolutionary processes.

[[[[probably of no use .. Systems emerge aand gauthh a developmental or life
cycle process to The history of evolution nonigaiised to mean history of the
evolutionary process ..... not if has always beerotieprocess anyway history off
what things evolved vs history of how things evalve.has the evolutionary process
changed ? diversified?..what has evolved vs hdwastevolved



Evolution as History

The history of evolution can be written in termgtwé changing mix of products
(types of dissipative systems) which thelutionary proceskas created, maintained,
destroyed. A broad-brush anthropocentric histbtyoov the universe has evolved
over time to produce contemporary humans and thi&hileey live in falls readily

into three overlapping ‘eons’, for want of a recsgd word. These are tRdysico-
chemical EontheBiological Eonand theCultural Eon--names chosen to suggest the
advent and proliferation (and eventual declineumbers) of what are, from the
perspective of their human significance, threeaaty different types of dissipative
systems. That is, they are radically differenteirms of the types of energy and
materials they take in and pass out and in thestgp&inetic and static structures they
use those inputs to create and maintain.

Central to understanding this temporal sequentieifpiggybacking’ idea gbath
dependenceeg that biological systems of the Biological Eanld not have evolved
without the prior evolution of physico-chemical &ms and cultural systems of the
Cultural Eon could not have evolved without theopevolution of biological
systems. Nor could the systems of any eon pevstisbut the survival of systems
from previous eons, inasmuch as it is these whaelrish that eon’s systems with
flows of materials and energy.

Just as the history of evolution can be subdividéa eons, the history of each eon
can be subdivided into overlapping ‘ages’ identifyperiods of emergence and
proliferation of markedly dissimilar types of digative systems. Thus, in the
Physico-chemical Eon, physical systems first engecyging theradiation agethat
followed the big bang and subsequently diversibedr billions of years. Following
the condensation of material particles in a coolingyerse (thgarticulate agg, this
eon produced successive overlapping waves of gétaryation @alactic age, star
formation gtellar agg and planet formatiorp(anetary age Particles, galaxies, stars
and planets are dissipative systems which comeexigience and which, in time,
‘die’ in some sense. Each age signifies a magorsition in the evolutionary
process’s reigning product mix.

It was only with the formation of planet Earth atslchemically-rich water bodies
that thechemical agea link between the Physico-chemical Eon and tiodoBical

Eon, became possible. It was in the chemical lagielife’s precursors---sets of
linked autocatalytic chemical reactions feedingtaphorically) off each other---first
emerged from an environment capable of sustainipglges of suitably energetic raw
materials to these dissipative cycles.

The Biological Eon

The Biological Eon is conventionally, and adequaégiough for present purposes,
divided into a sequence of ages that encompassdsllibwing: anage of ecosystems
supporting unicellsanage of ecosystems supporting multicedisage of ecosystems
supporting fishesanage of ecosystems supporting reptiles[[land anir2fls anage
of ecosystems supporting mammals[and floweringtpk#}], and amge of
ecosystems supporting humans



Living systems provide an early and important exi@nop dissipation through the
conversion of chemical energy to kinetic and thérenargy. Such systems depend
for their survival on a process which is concepyuaihd operationally different from
the process determining the survival of the physiod chemical systems which
preceded them. At the heart of that novel proteti®e capacity of early life forms,
namely single-celled prokaryotes, to grow (ie psscenergy at an increasingly higher
rate) to a physically-determined ‘maximum’ size dinein (approximately) self-
replicate by dividing into two smaller, but otheseistill similar, physically-separate
parts, each of which can disperse (eg drift awag)r@grow to ‘maximum’ size,
provided energy and material resources are notifigii The fact that its parts are
dispersed need not stop us regarding a populatismgle-cell sub-systems, formed
by a cascade of divisions, as just one dissipaiygéem.

Just as all dissipative systems take in energynaatérials, they all produce outputs or
products which can be described in terms of enangymaterial fluxes. The terms
autopoietic(literally, self-creating) andllopoietic (see chapter 3) are a recognition
that the outputs of living and non-living systems fundamentally different. Non-
living systems are allopoietic, meaning that thegdpice things different from
themselves, eg volcanoes do not produce more vadsahiving systems, being
autopoietic, produce outputs which, following graywvill be very similar to
themselves; a population of unicellular organismpots small unicellular

organisms, each of which stands to produce a ptpulaf unicellular organisms!

Non-living systems rely for their survival on theeegy-materials fluxes that drive
them staying within certain ‘fixed’ tolerance limjtlimits which can be thought of as
defining that system’sichein environmental space. If the system’s environime
keeps changing in any particular direction it wiWentually move beyond the
environmental limits defining the system’s nichel éime system will necessarily
reorganise. Thus, if energy gradients are flatigihe system will tend to collapse,
disaggregate, simplify or shrink and, if energyéa are rising, the system will tend
to grow or complexify. [[activation energy??]]

Early living systems, eg dispersed populationgroflar unicellular organisms, were
somewhat different. They relied (a metaphor) et survival in a changing and
spatially-variable chemical ‘soup’ on two attribsit@hich followed from their
tendency to bud off imperfect copies of themseluaperfect in terms of the
molecular ‘species’ feeding and participating ie tell’s autocatalytic cycles). One
attribute was a tendency to occupy (drift into)aaltessible parts of the niche. The
other was a tendency to extend the niche to inolu&ronments where occasional
imperfect copies proved able to survive and rep@icaore reliably than their parents.
Both tendencies improved the population’s survpralspects. For example, a small
catastrophe which wipes out part of the occupiedrenment will still leave part of
the population to survive and perhaps multiply. i©the environment changed so
that more of it was favourable to some particutat ef ‘imperfect copy’, then that
particular component of the population would expendumbers to fill the ‘new’
environment.

For this two-pronged survival strategy (anotherapkor) to work, each part of a
dividing organism has to reliably ‘inherit’ a spga starter kit so to speak, of all of
the chemical resources needed for autocatalytiwttyrto proceed. But not too
reliably; apopulationof cells which all have exactly the same capaa#tyheir



parents to process environmental materials thr@angéutocatalytic growth process
may be less able to survive a change in the aviijads¥ environmental materials
than apopulationin which individuals vary to some extent. Conedysif the
inheritance process is too unreliable then mostpoiifig cells will be unable to
continue growing and dividing and the populatiofl vdmain small and at risk from
local catastrophes. The optimum degree of reltgii this ‘divide and bequeath’
strategy will depend in some complex way on theawdity of the environment.

Even though there are, at this early stage ingliféstory, no genes being transmitted
between generations, a form of natural selectiororgetheless operating. When
individuals vary in terms of their autocatalyticechistry, some will grow faster and
divide more frequently than others, ie they willdsected. Genes and chromosomes
evolved subsequently, functioning as a mechanisimhaieliably transmitted, not so
much the molecules required for autocatalytic ghgwtt encoded information which
triggered the construction of all necessary mokesfiiom the raw materials diffusing
into the cell. In time it would be the occasiomaperfect replication of genes (not of
the molecules participating in the cell’s autocgtalcycles) that would generate
unicellular organisms of differential fithess arehhe create the possibility of natural
selection. Gene-based natural selection woulchare time, lead to adaptations such
as a capacity for directed mobility or for photothgsis.

While gene-based natural selection is most commitwalyght of as a process which
leads to speciation, it is, more fundamentallyr@pss which increases the survival
prospects of multi-organism dissipative systematied in a heterogeneous and
changing environment. Just as gene-based nagleation led to populations of
organisms of various species being more likelyutwise for a time, so did the
emergence ofultural inheritanceandcultural selectionin populations with a
capacity for individual learning and imitation.

The Cultural Eon

When it comes to the Cultural Eon, there is, agawell-recognised sub-division of
history’s passing parade of human societies. Whilture, in the sense of
transmitting learned behaviour to others, could ywed-date the age of mammals, it
suffices here to divide the Cultural Eon intbunting-gathering (or foraging) aga
farming-herding ageanurban ageand anndustrial age And while the seeds of a
post-industrial agéhave no doubt germinated, the paramount featutieeodissipative
systems that will characterise that next age isyabtlear enough to give it a specific
name.

Of these several ages nominated as comprisinguhar@l Eon, this book has so far
looked only at hunting-gathering. We have partidyl explored how cultural
innovations in the hunting-gathering age, includingterial, social, cognitive and
communicative technologies, co-evolved with suctable biological transitions in
the age of humans as those in brain size and @aam, the vocal apparatus, body
size and maturation rate. After the end of thedé&ecial, as energy flows through the
biosphere increased [[??probably Q10]] and climealesmged, the stage was set for
the next major re-organisation of the Cultural Bweamely a shift to a farming-
herding age. Itis to the evolution of farming-tieg and later societies that we now
turn.



THE NEOLITHIC AND URBAN REVOLUTIONS

The last ice age ended with Eurasia experienciogri@d of severe ‘glacial aridity’.
From 20-18 kya temperatures were lower and glaoen® extensive than at any
time during the previous 100 kyrs. Sea levels vad@ut 130 m below present levels
with, for example, Tasmania and New Guinea beimkgekl to Australia by land
bridges. As rainfall diminished, half the landweén the tropics turned to desert. In
Australia the population was reduced by, perhaPpged cent with plant growth being
slowed by low temperatures, low rainfall and lowdks of atmospheric carbon
dioxide. Humans survived in a few refugia acrdssdontinent.

Thereafter, temperatures began to rise, but niatotg| there were sharp cooling
periods around 14 kya (called the Older Dryas evaamd 13 kya---the Younger Dryas
event. Nonetheless, the onset of a warmer wdtteate created opportunities for a
variety of more sedentary lifestyles (still basedhointing, fishing and gathering
though) in places where food supplies could beinbthyear-round. Populations
grew under these more settled conditions.

12 000 BP-6000 BP The Neolithic Revolution

Along with the final retreat of the glaciers, ab&@tkya, came a dramatic reduction in
climate variability. The benign Holocene had beddnch of Europe became
covered with dense forests and most of the largeads of the Ice Age either moved
north or went extinct. In the Middle East’s ‘fegtitrescent’, wild barley and wheat
could be relied on to produce harvestable quasttdfeseeds in most years while wild
sheep, cattle[??]goats and pigs flourished onxparmding grasslands.
Photosynthesis rates rose by, perhaps, 50 perceegponse to atmospheric carbon
dioxide levels rising from 190 ppm to 250 ppmHere, the stage was being set for
the emergence between 11000 and 8000 BP (Befosermjef a village-based
Neolithic (new stone age) society based on théddedie planting of cereal crops,
some primitive irrigation and on domesticating &athd-feeding indigenous social
animals. Some, as their flocks of animals grewabeenomadic tribespeople
searching for larger and larger areas of grasslands

There were setbacks. Some 8200 years ago, sds, etéch had been rising since
the last glacial maximum were still some 15 m [[P&low present levels. Then, for
the third time since the glacial maximum, camedbléapse of glacial barriers which
had been holding back huge quantities of lake watiiorth America. Enormous
floods spilled into the north Atlantic causing mdlyirising global sea levels, short-
term flooding, and permanent inundation of coamtaés around the world. These
areas included much of south-east Asia (Sundalahdje established Neolithic
societies would have been destroyed or displadée. flooding of the river valleys of
the Persian Gulf at that time suggests an origirthfe story of Noah's flood.
Alternatively, the Black Sea is estimated to halled rapidly from the
Mediterranean at this time.

Just as their pre-hominid African ancestors hagbidbto the first stirrings of the
Pleistocene ice ages by moving from a declininteggaiforest habitat to an open

1 The Origins of Agriculture as a Natural Experiment in Cultural Evolution Peter J.
Richerson, Robert Boyd, and Robert L. Bettinger (paper in e-library )



forest (savanna) habitat, Neolithic hunter-gatieeslapted to the suite of ecosystem
changes that marked the end of the Pleistocenedgnting farmers and herders.
While the first Neolithic peoples flourished in tiern Iraq and Turkey, their
technology ‘revolution’ spread to the Balkans b@@®P, to Egypt and central
Europe by 6000 BP and to Britain and parts of Iini&000 BP. The warm
productive period---7000 BP to 5000 BP---which emeged this spread is known as
theHolocene thermal maximum

Apart from agriculture and herdimpr se Neolithic peoples developed a large suite
of supporting material technologies which would aamuseful even as village
agriculture began to give way, in the Middle E&stiarge-scale irrigated agriculture.
These included artificial irrigation using canatglalitches; the plough; animal
motive-power; the sailboat; wheeled vehicles; ordt{aoe and dibble) husbandry;
fermentation; production and use of copper; briths;arch; glazing; animal hobbles.

Life for Neolithic villagers was mostly peacefultteough not necessarily longer and
more leisurely) because food was produced onlylisistence quantities and this left
little opportunity for non-producers such as psemtd soldiers to be supported by
farmers and little temptation to attack other \g#a in search of food. Population
grew by the spatial spread, rather than the infieaion, of settlement. More reliable
food supplies led to women being fertile for longéiso, cereals were useful foods
for improving post-weaning survival rates.

Neolithic villages could contain hundreds of pegmethey were much larger than
most hunter-gatherer groups. Social cohesion weeminned by kinship systems
which imposed elaborate obligations to assist omelations’. While language and
chiefdoms had emerged as important tools for ogjagiand co-ordinating individual
behaviour in hunter-gatherer groups, their effertass was based on face-to-face
contact, too unwieldy a method for managing laggeups where people might not
even know all members of their group. It was iis ttontext that social control
through obedience to the ‘voices of the gods’ eirtbarthly messengers emerged.
Whether the ‘voices of the gods’ were the hallumdavoices of dead chiefs who,
over time, became godlike is the hypothesis so atlasly explored by Julian
Jaynes (1976). Perhaps the real significancei®hiypothesis is that it suggests a
first mechanism for achieving social co-ordinataurt of earshofjust as writing
would at a later date). What can be said with idemfce is that religion and magic
became increasingly important tools for managingedy as the size of social units
continued to expand.

6000 BP-3000 BP The Urban Revolution

[[[[[[richerson e-library Near Eastern trajectorfyagricultural innovation was also
comparatively rapid, but the whole sequence ofgasing dependence upon plants
and then upon domesticated plants and animalsnigadi nearly complete
dependence on domesticates occupied roughly 4 @S YIII[[[[ TAKEOFF: in
economics, the point in the history of a society at which its economic surplus is
sufficient to permit continu al reinvestment in economic growth, so that growth
becomes self-sustaining.]]

Large-scale irrigated agriculture began about 6@¥s ago and, with the invention
of writing, marked the beginning of history prop&umeria, the first real



civilization---meaning a society supporting citeasd specialist occupations---
appeared about 5500 years ago in southern Mesopoitathe swampy flat lands
around the lower reaches of the Tigris and Euphlnavers. It was a time of drying
climates, making rain-fed agriculture difficult,capeople gravitated to large river
valleys and their floodplains. Soon after, c. 5@6@ars ago, a Nile valley civilisation
appeared. In addition to writing, this revolutionsocial organisation quickly
spawned three particularly consequential inventicasolar calendar as still used,
numerical notation and bronze (a tin-copper alfoy)making tools and weapons.

Reclamations of the lower Nile and the Euphratemftheir swamps were massive
tasks which could only be undertaken by large asgghcommunities. The
complexities of setting-up and managing big irrigatsystems devolved to a
specialised priestly class who were fed from laggen surpluses (partly explainable
by the invention of the plough as well as by higélds under irrigation), as was the
warrior class which emerged to protect those sam@ses from marauders. These
same warriors were responsible for the internata@oe which was beginning to
emerge, alongside religion, as an instrument agsoontrol. The need to serve ‘the
gods’ provided priestly oligarchies with a ratiomébr organising the concentrated
use of labour on public projects.

As marauding [[??by horse-riding steppe peoplesijireased, command (military)
management replaced priestly management in the pdémmian and other irrigation
civilizations. As urban populations grew in thegation civilizations, additional
specialist occupations emerged and the technolaegssciated with these new
occupations advanced in step with the numbers wéctiped them. For example, the
construction of bronze weapons and tools needexatt apm metal workers, many
people, carts and animals to transport ores frampléaes and large quantities of
timber to make charcoal for smelting. It was thenthant military and priestly
classes who now took responsibility for the disttibn of food in societies organised
more-and-more around occupational classes ratharftagmenting kinship groups; a
new form of economic system had emerfged

In time, it was competition among the emerging-siigtes of southern Mesopotamia
(Lagash, Kish, Ur, Erech, Surupack, Larsa and Unforajnter alia, access to scarce
ores and timber which initiated an era of ‘survitrabugh conquest’ that persisted
across Eurasia till, perhaps, the collapse oiMestern Roman empire in 476 CE
(Common Era). Sargon of Kish defeated the othgrstédtes to create the world’s first
empire, the Akkadian empire, which lasted from 4BB0till destroyed by drought in
4230 BP. As a way of increasing a nation’s foopldies, empire-building proved to
be a more effective social technology than marapudimce annual food surpluses in
surrounding regions had stabilised. In this whyough taxes and tributes, a
conquered state makes its maximum contributiohe@acbnquering state in all years.

[[[[[4300 +- 200 BP (Peiser MPA) saw the collapgea large number of major
civilisations ; The Old Kingdom in Egypt, the Aklkkad empire in Mesopotamia , the
early bronze age societies in Anatolia Greece arakl, as well as the Indus Valley

2 In several medium energy societies, the Aztecs in Mexico for example, a market-based
system of distribution emerged rather than a socialist or state-controlled system. (White
p 295).



civilisation in India and the Hongshan culture ihiga , the hilmand civilisation in
afghanistan]]] [[Peiser B 1998 Comparative asslpf late Holocene
environmental and social upheavals pp117-139 isdP&J, Palmer Tand Bailey ME
9eds) Natural Catastrophes during Bronze Age satilons: Archaeological,
Geological, astronomical and cultural perspectBAR International Series 728]]]]

It was the availability of food surpluses which uregd a second (ie post-Neolithic)
surge in human numbers, this time in urban ratten tural areas. But waterborne
diseases (boosted by closer human contact) antetieto maintain and replace
armies acted as major checks on population gro@thly rich urban civilizations
could sustain viruses and armies which ate bubdtgproduce. And, of course, once
population rises to match increased food supphiddalthusian trap closes, meaning
that there is great pressure to maintain or furith@ease food production. While
urban populations acquired some immunity to the ds&ases of crowded
civilisation, rural peasant populations did notr-tmportant part of the success of
urban elites in controlling outlying areas. Moengrally, skeletal evidence indicates
that as soon as humans began to farm, health ldgelmed due, perhaps, to
population crowding, altered workloads, and inceglasutritional deficiencies

[[check dates??]] By about 3500 BP the Middle Eastgricultural civilizations had
been joined by an Indian civilization in the uppemjab area and a Chinese
civilization on the middle Hwang-Ho. The Mesoaman and Andean civilizations
began around 3500 BP. The classical Greek cititiman the Aegean Sea emerged
about 3100 BP.

Across Eurasia, societies were now coming to barosgd into spatially-extensive
politically-independent imperial command structur€overnment-at-a-distance was
achieved through the bureaucratic principle of galien. Taxes, collected on
commission for the central authority by feudal wedlk, were the price of military
protection. Difficulties with transport and comnications were persistent challenges
to the management of empires, as were fluctuatronsop yields. For instance, in
3628 BP the Santorini volcano exploded, destroymygidal waves, the Minoan
civilization in Crete and initiating a period of leanic winter, and political instability,
worldwide. In the words of McNeill (1979), most Blirasian political history can be
viewed as unending fluctuation between imperiakotidation and peripheral feudal
unrest, punctuated at times by epidemics of invasiomobile horse-riding nomads
from the animal-producing steppes which lay beyarghs suitable for cropping.
Mass migrations caused by floods, droughts andrfasnivere common and led to
invasions and, for some peoples, servitude, eddies.

The rate of technical and social innovation was nevy low, possibly because most
communities were still living precariously, meanihgt a close adherence to
traditional proven methods was a better strateggudovival than experimentation.
Perhaps also, in the interests of maintaining $coiatrol, imperial rulers would have
actively discouraged potentially-disruptive innagas. Indeed, the ruling classes had
little respect for or interest in farming and faworkers. Childe (?7?) notes only four
major innovations in the 2000 years after the unteaolution, say from 4600 BP---
decimal notation in Babylonia, iron smelting, agtralphabetical script ( (3300 BP)
and aqueducts for supplying city water (2700 BHMpassively important here was the
advent, ¢.3400 BP, of economical methods of producbn, for tools and weapons,
on a large scale.



The Bronze age ended with the somewhat mysteriollegpse between 3225 BP and
3175 BP of at least 50 great Mediterranean culeatres, including Troy, Mycenae
and Knossos. The geophysicist Amos as suggested that a [[an intermittent]]
chain of earthquakes along a major fault line cdwflde rocked city after city,
degrading their economic, social and political ¢finees and leaving them vulnerable
to marauders and waves of hungry refugees. Chritilvas around this time that
chariot armies of various cities in the eastern éechnean succumbed to the iron
swords of barbarian foot soldiers. Drought too rhaye played a part.

THE COGNITION-CONSCIOUSNESS REVOLUTION

The first millennium BCE was an era in the develeptrof human societies when,
across Eurasia, human knowledge, beliefs and wiaysniing changed markedly.
Before reviewing a little of those changes and sinvee will pause to abstract some
working perceptions from the tangle of ideas arotmadphenomenon of
consciousness and its relation to cognifion.

The Problem of Consciousness

The enormous yet inconclusive scientific (and dthgrature on consciousness
attests to the difficulty we have in understandtsdunction, its evolution and its
processual nature. Defining it and its variousr®ylocating it within and between
individuals and species, and in time (when digear?) are likewise problematic.

That same large literature indicates that manykthirmportant to understand
consciousness. Why? Plain curiosity is part efahswer. Another answer, for some,
is that consciousness is a cognitive technologglwhppears to have played a major
role in shaping human history and if we want toensthnd history we need to
understand consciousness. The specific percepémnis that the process which
produces consciousness---call it the consciousgessrating process---is a general-
purpose technology which has helped humans to dieatig increase the rate at
which they have produced technologies intendechfiyave survival and life-quality
prospects; and to produce one-off plans for solviogel problems. Perhaps a clear
understanding of this technology can lead to itthier improvement and hence to its
making an increased contribution to future humatare

Here, | propose to take a selective approach tedheept of consciousness. | will
restrict the term to an experience which, | beljgakes place only in humans (not

little children), namely the implementing of anldlito observe (watch), and to

know that one is observing, some of the operatidrmse's own (autonomous) mind.
Note that, in this rendition, consciousness (bemgscious) is a process of
introspective observing and is quite distinct fratmat is being observed via this
process, ie what | am conscious of does not costiionsciousness. The telescope is
not the landscape. Equally, consciousness isheatdgnitive processes which
generate that which is being observed.

3 Nur, Amos and Cline, Eric; (2000) "Poseidon's Horses: Plate Tectonics and Earthquake
Storms in the Late Bronze Age Aegean and Eastern Mediterranean", Journ. of Archael.
Sc. No 27 pps.43-63 - http://srb.stanford.edu/nur/EndBronzeage.pdf

4 Mental activities involved in acquiring, processing, organising and using knowledge




Failure to make these distinctions is a pervasiugce of confusion. Others have
avoided this potential muddle by using another tBrmntonsciousness as it is being
used here, eg Edelman’s (1989) terragl-conscious awareneasd Torey’s is
reflective awareness.

How does consciousness manifest itself? As a sigyhmple, when you look at
your familiar finger, your brain recalls, from mergpa referent couplet made up of
(a) a stable and selective visual image, calledregpt, of ‘my finger’ and (b) a
verbal label (finger) for that image. You are agoss of your finger if you are both
aware of this referent couplet and, reflectivelyaee that you are aware of it; aware
that you are paying attention to it. The portidrexperience being irradiated by
consciousness appears as clear and distinct aganaskground reality which is
dim.® While you might be more aware of your fingerdiuyhave just hit it with a
hammer, you are not more conscious of that awasedéerently, you might be
subconsciously aware of your finger in the senaéybu move it in response to a
stimulus, an itchy nose say, without realising comssly that you are aware of your
reaction. To be clear here, subconscious awarésmes$ consciousness, is not self-
conscious awareness.

Clarifying the Consciousness Experience

Before further discussing the mechanism and funatidthe consciousness process,
there are several aspects of the consciousnesgangeewhich, in the interests of
later discussion, need to be clarified:

[[reinstate bullets below ]]

Who is the observer, or, alternatively, since thsyfelt to be one and the same,
whose thoughts are being observed? Does it haaytohat ‘I’ or ‘I, myself,” am the
observer; or, to say that the thoughts of whichehg awareness are felt to be the
experience of aelfor anegoor ame?’ The verbal labels ‘', ‘me’, ‘my self’ and ‘my
ego’ have all come to be applied to that [[(theezignt)]]??]] which experiences
consciousness---1 have thoughts and, when | ancamrss | observe (am aware of)
my thoughts, and | am aware of myself and | am aw&dmyself being aware of my

5Torey Kant’s apperception??

6 Whitehead Adventures of Ideas p 270)]1]

7 torey paperin J Consciousness Studies The Immaculate

Misconception 13(12) 2006 105-110. Zoltan Torey reminds us that “...the ‘self is
something we experience, not some entity in us that experiences” ..we have a’sense of self’
that builds up with life experience.?? [[[[[[[[[[[The self as a complex process For process
philosophy conceptualises the core ‘self’ of a person as a unified manifold of ongoing and
potential processes —of action andcapys , tendencies , dispositionsto action 9both physical
an psychical0 —then we therebysecure a concept of personhood that renders the self
experientially accessible, seeig that experiencing itself simply consists of such processes
... the unity of a person is aunity of experience —thecoalescence of all one’s diverse
mictro-experiences as part of one unified macro-process ..tt self is the complex process
composed of those various activities]]]]]]]]]] NB Jaynes THE SELF IS AN OBJECT OF
CONSCIOUSNESS ..below?]1][[[the self is a unification of past experience]l]



thoughts® Whenever you think ‘I am observing such-and-saithought,’ it is a sure
sign of consciousness. When you answer the que$tibat are you thinking about’?
you are stating what you are conscious of at tr@hent. But being an abstraction
which cannot be pointed at, we can only know tlhiseoved and observing ego
metaphorically, viz. the ego is like an observige,lsay, an animal observing its prey.
Like other abstract concepts (eg energy, gravig/can only say what consciousness
does and how it behaves operationally, not what it

One difficulty in referring to one’s ‘awarenessasfareness’ metaphorically is that it
is just not like anything else we experience. latracted to Julian Jaynes’ insight
that all experiences of consciousness appear ¢gliropses into an imagined mind-
space which is a metaphor or model of real spdeer@al world) and in which an
imagined ego, what he calls an analogue ‘I’ or gapilgorical ‘me’, can observe and,
metaphorically, move arouridEach referent we become conscious of appears to
have its own definite boundary surface and to Ipausge from other referents, ie can
be thought about separately. Referents can beeautde mind-space in ways
analogous to the various ways in which objectslEanspatially related in reality.
Mental acts are analogues of bodily acts. So, wiaen conscious of my finger, | am
(metaphorically) looking into my mind-space andisgéme’ looking at my finger, ie
| am aware of three things: my finger, ‘me’ and *‘fe@king at my finger.

For abstract entities too, we use the metaphoeahg, of observing, to understand
(give meaning to) how they are related, eg (thedyvstice seems to be close to (the
word) fairness in mind-space. George Lakoff poousthat, metaphorically,
consciousness is ‘up’(eg, walgp), and unconsciousness is ‘down’ (eg, dhepped

off to sleep)’

As for entities which are related in (abstract)dajmve think of them, metaphorically,
as being located ‘before’ and ‘after’ along a ‘tifimee.’ In particular, words in
sentences and thoughts emerge sequentially thitoughand that might explain the
pervasiveness of the spatial metaphor for undatstgrihought processes. It will be
suggested presently that the ability to manipuladeds in ways which are directly
analogous to the ways objects can be manipulatdekireal world is the basis of
advanced cognitive skills.

What categories of thoughts might be accessed &iatl @annot be accessed through a
consciousness experience?

When you are conscious, you are always conscioseroéthing, aeferentor so-
calledintentional objectusually a thing or a relationship, perhaps in mgmo

8 In Jungian psychology the self includes the mind’s unconscious processes as well as that
which experiences consciousness, namely, the ego. I am using the terms ‘self’ and ‘ego’
interchangeably here.

(A is B) or simile (A is like B) or analogue (A is like B in part) for the entity we wish to
understand.We will use metaphor as a catch-all term (see Richards IA (1936) The
Philosophy of Rhetoric Clarendon Press Oxford

10 (p15 Metaphors...)



perhaps in the internal (intra-body) environmeethaps in the external environment.
Thus, the contents of the three main types of mgmshort-term, long-term and
sensory---are, in principle, accessible by the egoan be experienced consciously.
Long-term memory includes an organised body of Kedge, a narrative, about
one’s personal history. According to Freud, the isgike an agent of the mind (a
metaphor), by means of which the subject acquisenae of unity and identity, ‘a
coherent organization of mental processes.” Fentbment though, we are more
concerned with ego as that which experiences coasgess rather than as that which
builds identity.

By definition, thoughts in the unconscious mind iaaecessible through the
consciousness experience. For example, you catnsetve your thoughts at the
moment of making a decision, only, at best, theigins that go into the decision and
the thoughts that come out of the decision-makioggss. It is this apparent
spontaneity of our decisions which invites specoitathat we might have ‘free will.’
Similarly when retrieving memories: to the extdrdttyou cannot perceive, at the
moment of selection, what memory frame will beiested next (it just arrives), there
is an inclination to impose meaning on this mystenattributing the selection made
to an act of will on the part of the ego.

Another basic aspect of the consciousness experisometimes called a sense of
doership, perhaps better calledraprioceptive sensés the feeling that you are the
entity creating(cf. experiencing) the sense of awareness of §aughts. As will be
discussed below, the consciousness process hatagomponent (sub-
vocalisation). The importance of this is thatmabitor activities are proprioceptive,
meaning that when they are (consciously) execuiteg generate a feeling that you,
the executor, the analogue ‘', are carrying oetaltivity’* The consciousness
process seems to involve an understandable exteoktbe proprioceptive feeling
from body awareness to thoughts awareness. [{metabout this interpretation of
propceptn J[[[ looksok i think]] ] [[if you do beome aware of your thoughts, you

will recognise them as your thoughts because thew anotor activity and all motor
activities that come to awareness evoke this fgadirbody awareness ..hang on basic
proprioception is the tagging of body movementinfation with an awareness that it
is information coming from the body—not necessaciyscious ]][[[have just said
enough here to allow better formulation next tinh@ok at this para]] [[torey says
proprioception is ... [[[proprioception normally (niot anarchic hand case) associated
with sense of ownership joel smith review ]]]]

Being conscious of certain thoughts need not inaply knowledge of the source or
origin of those thoughts. Normally though, irresjpee of their specific content and
origin, one’s ‘visible’ thoughts are felt to be fsalithored. That is, the thinking
process which produces ‘my’ conscious thoughtslitd be autonomous. The
thoughts | am conscious of are not the productsother’s thinking which are being
channelled through me. [[[isn’t this the same agppoception??]]]

11 Note that awareness of what your body is doing (ie proprioception) may or may not
come to consciousness.



While most people, through socialisation, do combdlieve in the autonomy of their
own thinking (it can't be proved), there are thes®ably schizophrenics, who believe
that at least some of their ‘thoughts’ are fregiignted in them by outside entities.
Many schizophrenics experience auditory hallucoretiin which authority figures,
even gods, tell them what to think and do. Andygisbe further discussed below, it
is Julian Jaynes’ hypothesis that it is only si#emillennium BCE that most people
have felt themselves to be the authors of their thenghts and actions.

Consciousness is a thin, intermittent and disdietesither ‘on’ or ‘off’) experience.
Few of the brain’s hundred billion neurons areoimed in an experience of being
reflectively aware of one’s thoughts and, we suspememory serves aright, that
one is conscious for but a tiny fraction of eack. d@onsciousness is rooted in the
‘here and now’ reality of everyday life and it esthis reality that consciousness
returns after each excursion into the consideraifanwhat-to-do problem outside
everyday experience.

The set of referents that an individual, and hisogiety as a whole, are potentially
conscious of is continually expanding. In Jayr@sase we are constantly renewing
and enlarging our mind-space with each new thinglation ‘consciousised.” Every
new suite of words coming into a language mirrbesdreation of new percepts and
concepts, expanding the spread of what one caprseious of but not changing the
essential nature of the consciousness experiefoe.exception to that may be
consciousness itself. It is at least plausiblé yoa cannot be reflectively conscious if
you do not have a vocabulary which allows you tecdée (or agree) what it is to be
conscious, eg non-human animals, little children.

The Consciousness-generating Process

[[[[[[[[[[ Gerrans] It is not just the size of thprefrontal cortex but its dense
interconnectivity

with posterior, limbic and brainstem areas whichl#es offline cognition.

These connections are both afferent and effererdhadnables bi-directional
signalling between the prefrontal cortex and pastereas. Furthermore

while most connections from posterior networkshi® prefrontal cortex are
excitatory the prefrontal cortex has extensivehitbry connections (via GABA
interneurons) to posterior areas. This interconwviégenables construction of
transient recurrent circuits distributed acrossptedrontal cortex and posterior
assemblies (Friston 2002). The prefrontal corteintams salient representations
by enhancing the level of activation in their implentation

circuitry and inhibiting activation levels in otheircuits competing for prefrontal



resources (Fuster 1997). 1111111111

We have already noted that neither the experieficersciousnesger senor the
entities one is conscious of should be confoundsti the mental processes which
generate the experience of consciousness; thaererssto the consciousness process
than the consciousness experience. Here, | vallvcdm ideas in Zoltan Torey’s path-
breaking bookThe Crucible of Consciousné$s identify what the consciousness-
generating process generates in addition to thectousness experience itself, and
how it does sb.

Torey’s model of the self-aware brain concentrateshree interconnected regions of
the physical brain each of which can be regardexdssdf-organising (sub) system of
neurons---storing and re-organising informationvad as continuously receiving and
transmitting information in the form of neural magss, electrical impulses, along
neuronal pathways. The three are the right hereigdawareness systerthe left
hemisphere’speech systeand the brainstemarousal system

The awareness system

Theawareness systeis located in the frontal lobes of the brain’s tiglemisphere.
Metaphorically, it ceaselessly generates an evelvang situation report (What's
happening?) on the body and its environment basdbeoreceipt of diverse inputs
from both outside (via the sense organs) and irtbiel®ody (from muscles, from
other parts of the brain, from the nervous systathfeom the endocrine glands). The
awareness system integrates (totalises) or trass#ditthese inputs into an ever-
updating internally consistent set of ‘off the ghpércepts called aandogram.An
endogram is something like a frame from a movimaamageable summary of what
the brain is aware of at the time, a model of tieeldvoutside the awareness system.
Being ‘internally consistent’ simply means tha¢ #ndogram’s constituent percepts
are recognised as being related in some fashie@meRber that perceptis anything
that can be separately identified and named, latiled with a word or sentence.

All sensory inputs reaching the awareness systwhat about saying ‘all sensory
inputs that signal change in the environment?#gjimmediately cycled through an
arousal systerfocated in the limbic area and reticular formatidrihe upper
brainstem:* Here an emotional ‘flag’, positive or negativ&grafted onto the percept

12 Torey, Z 200?

13 Calling the consciousness process the consciousness-generating process risks giving the
impression that the only thing the consciousness process does is to generate
consciousness. What I am calling the consciousness —generating processis similar, I
think, to what Torey calls the mind system.

* The reticular activation system is a network bfdis and nuclei in the brainstem
whose function is to activate portions of the cortd@he limbic area is an
evolutionarily ancient part of the brain, concermath emotions and instinctive
behaviour.



before it is returned to the awareness system.eaipg on the emotional
significances assigned to different percepts, difieparts of the endogram will thus
express different degrees of arousal and , hentesliwit different degrees of
attention from the ego. Any ‘insignificant’ perdspvill not even reach the
endogram. Functionally, a ‘cognitive technologf/selectively attending to those
referents in the endogram with significant emotianeertones protects against
sensory overload in the awareness system and, hegai@st undirected behaviour.
Also, percepts for which the added emotional oveesoexceed a threshold intensity
are embedded in long-term (permanent) memory stdragn where they will be
retrievable in the future (along with the addedifes).

[[[[[A metaphor for awareness is shining a torchsmmething that seems to be out of
place or disturbed, not as you expected it to bepratching your memory or your
model of what it should be like .... Awareness of eem&ss is like seeing yourself on
a surveillance camera as you are shining your torctine item which has attracted
your attention ..when something comes to awareihéesske it suddenly stands out
against a much vaguer background ]]]]][[awarensssy EXPERIENCE??]]

The awareness system does more than assembletgerc&pe awareness system
also has avord response mechanissich first classifies and then attaches a word-
label to each percept entering the the focal dn hitention part of the endogram.
Thus, all input experiences which make it to theaf@area have are first converted
into stable referent couplets (ie, percept plusejainawn from a largely pre-existing
‘library’ of long-term memories of such coupléts.

The main task of the awareness system is to maigamotionally significant
percepts and, with the help of feedback fromgeech systeabout the meaning of
those significant percepts, devise a ‘rolling’ whaido plan, an action schema, a
narratised sequence of motor behaviours. Sudnsata are automatically read and
initiated (imitated) once attention fades, ie asehdogram moves on, updates, in
response to new sensory and reflected inputs. olbliy if and while attention is
sustained in some way that motor action is supptess

The speech system

Thespeech systenocated in the temporal and frontal lobes ofl#fehemisphere,
receives, as its predominant input, words and seetecorresponding to a selection
of the percepts in the endogram of the awareneteray That is, it receives, via the
cross-cortical link, the word parts (not the petqegorts) of those endogram couplets
currently being brought to high attention by #reusalcomponent of Torey’s self-
aware brain. In functional terms, this inter-herhisge information flow facilitates co-
ordination of the activities of the two hemispheiieensures that corresponding
words in the left hemisphere and word-percept paitke right hemisphere are
processed, if not simultaneously, then in rapidliesory sequence. This means that
the two hemispheres will never be processing uteeldata sets.

15 Obviously this ‘library’ is evolving, as when vocabulary increases. Also, the
identification of percepts includes a ‘constancy mechanism’ which allows a changing
input eg a moving person, to continue to be associated with the same percept.



The speech system manipulates this verbal inpttingut, along with other
associatedvords, through a rule-based word-orderinghamking process and
outputting the resulting narratitfeback to the focal region of the awareness system.
Thus, there is a ‘speech loop’, and nothing manenecting the awareness system
and the speech system. As well as transmittingedospeech back to the awareness
system, it is this same speech system which aesuwhae vocal apparatus, as needed,
to produce ‘overt’ speech---much as the right hehmese’s awareness system is
responsible for generating peripheral motor agtisiich as moving a finger.

It is the back link from the speech system to tlvaraness system (call it the S-A link
perhaps?) which is at the heart of the consciogsgeserating process. Why and
how? Basically, it is because the awareness syis&ats the neural excitations, the
stream of covert speech, the thoughts, comingftont the speech system in much
the same way as it treats ‘real’ speech coming faowther person, ie as sensory
input!’” This has various consequences:

One is that the verbal thoughts feeding back inéoawareness system generate a
stream of visual, auditory etc percepts, just téderents coming to the brain through
the sense orgar®. We can note in passing that research shows immpmords to be
highly effective in evoking their matching perceptisen they reach the awareness
system® This is because, mostly, incoming thoughts hatemtional priority over
other sensory inputs.

[[[[[[combinations of words guided by rules of sgrtgive meaningful information
about relations between the words and hence almolgrstood relationships between
the objects or ideas symbolised by those wrds]]filice jjs site ]]]]] [[[The theory

is supported by arguments regarding the two-hermsigshof the brain. The language
center, based in the left hemisphere, communicatesks the corpus collosum to the
right hemisphere, and this interior exchange djdistically coded information was
subjectively experienced in ways that gave risiaéolong lineage of literary and
religious cultural traditions that includes Musgsardian angels, prophetic visitations
by Greek and Hebrew and Christian gods and sdihesrare Joan of Arcs and Saint
Pauls of the current two millennial era were preckith the prior two or three
millennia by whole societies steeped in the oracmade of consciousness, as
opposed to the more common ego consciousness armaahes, according to
Jaynes. And in that era, the authoritarian comnaanttithe rule of social hierarchy
were theapexof human social and moral and psychological devakam. Today,
through the discouragement of our ‘betters’ towate conscious pursuits, we are in
the habit of harking back to those days and theaterif nostalgically longing for a

16 Narrative: An account of a series of events, facts, etc., given in order and with the
establishing of connections between them; a narration, a story, an account.

17 [[[It helps to understand this to recognise that the speech area of the left hemisphere
developed, evolutionarily, from an area of the brain formerly used to control muscular
activity.]]]]] Indeed R Allott argues that each type of sound made during speech is still
accompanied by a specific residual muscular activity in the arms, face etc.

18 Jaynes, J (1986) Canadian Psychology 27(2) Consciousness and the voices of the mind.
Jaynes makes the further point that before the emergence of modern self-awareness,
people treated imagined words as though they were spoken words.

19 Torey p 53



better time, an Edenic existence in which certaatigut important things still

existed. ]I

Now, because a large part of what the speech sysé@Esmits to the awareness
system is simply eeflectionof what the awareness system transmitted to tbecsp
system some fraction of a second earlier, the $pggstem is effectively telling the
awareness system what it has just been thinkimgaps ‘loudly’ enough for those
thoughts to ‘break through’ to consciousness, fiectve awareness (‘Hey, | have
been thinking about X’) and to be perceived, progeptively, as self-authored. For
this to happen, and it only happens intermittenthg words which the awareness
system ‘hears’ from the speech system must havieeeva threshold degree of
arousal from the attention-arousal system. Ingyie, what is happening here is no
different from a finger on a hot stove evoking ee#inold degree of arousal. Note
that consciousness is not being ‘explained’ hey@he saying that, because
transmitting sub-vocalised words is a motor acg sraware of that act no more and
no less than one is aware of any motor act the badgutes.

Feedback from the speech system to the awarengtesrsiias other effects too. One
is that the endogram will keep getting updated justtby ‘real’ sensory inputs, but
by the speech system’s verbal understanding aiening of the endogram
selection it has just processed. We will talk prily about the various cognitive
techniques the speech system uses to procesdiaputhe awareness system. A
related consequence here is that feedback frorspiech system amplifies or
reinforces the arousal levels already associatddtive focal percepts of the
endogram and hence reinforces the tendency foe floeal percepts to be embedded
in long-term memory. Feedback which has sufficembtional significance to enter
consciousness is also particularly likely to etdeg-term memory. Note though that
while we tend to remember what we become consafusis not because we have
become conscious of it. Note also that it is amhyle ‘reverberation’ around the
feedback loop between speech and awareness systatiraies that thoughts can
remain in short-term memory, and in consciousreasd that motor responses will be
delayed.

The arousal (limbic) system

[[[[[[....?? .itis largely through parental approwdisapproval of the child’s learning
attempts that the limbic system acquires the fiboh thought-feeling couplets
against which a proposed behaviour will be evati@ii§ [[[[Note the Parallel
between Freud’s unconscious and the limbic systeamasio etc are ever more
interested in the unconscious, emotional steerirogi@bral processes.elbry]]] Note
also Watson’s experiments with Little Albert andkimg him fearful of the white
rat]]

The human brain is unique in its asymmetry. Unékg infrahuman brain, the left
and right hemispheres have different functionse TEft hemisphere is largely
responsible for managing speech-thought and tim lngmisphere is largely
responsible for managing other behaviours, notpbhpheral motor actions. A
feedback loop between the two hemispheres camniesmation which ensures that



both speech-thought and other behaviours are doadedi, ie are working together on
what-to-do plans/options for meeting the persoesds.

The aforementionedrousal systenn the upper brainstem is strongly connected to
the right hemisphere and weakly connected to thédémisphere. It has several
functions:

One, as noted, is to help shape which of the mamyts to the sensory cortices of the
right hemisphere will be represented in and foadisseas percepts in the current
endogram---and hence which will be sent to theHefhisphere as inputs to the
speech system.

But as well as shaping input to the speech sydtemarousal system is fundamental
to the processing of the re-organised and upgrageds being returned from the
speech system to the awareness system. The spesteim processes inputs from the
awareness system, linking them with related wonatg® pairs and generating a
sequence of behavioural options which are routed,ab a time, through the
awareness system and on to the arousal systente, Haeh is evaluated by the
arousal system until one which does not generatgegtion’ response arrives. In the
absence of such an inhibitory response from thesalesystem, the behavioural
option currently in the awareness system now teiia corresponding motor
response. That is, when attention is releasecridlegram moves on and a motor
response follows. Each behavioural option whielisf to trigger a motor response
from the awareness system is re-sent via the caglessum back to the speech
system for further processing and thereby sustam$rain’s attention to the current
what-to-do situation a little longer.

The infrahuman brain does not have such a capicdglay responding (initiating a
motor response) to a stimulus (input) and so hasapacity to make decisions in the
sense of selecting a motor response from multipt®os generated by interaction
between the speech and awareness systems. Bwmétr most of the time, is the
human brain choosing amongst multiple behavioyséibas. In practice, learned
customary and habitual responses to the standagatiens of everyday life provide
immediate answers to most what-to-do questions.\B¢n these break down, ie do
not match some novel situation, a behaviour geimgrand choosing process
generates successive behavioural options till sfgdiged ‘good enough’ and
implemented. If the implemented behaviour is asged with a threshold level of
emotional significance its image (a) rises intostmousness and (b) is stored, along
with its context, in long-term memory.

Imagine walking from A to B. Most of the time tkelection of where to place your
feet is handled by habituated rules that initiagggheral motor responses. If an
obstacle appears, you stop and, probably uncorsgjotry to pick an acceptable

way around it, one that meets certain evolvingeaat What you have done, given the
‘warning’ endogram, is switch from one kind of motesponse---peripheral---to
another kind of motor response---intra-corticahdAf the obstacle is a snake the
situation will rise into consciousness! All endagns produce a motor response of
some sort but, if you are a dog and not a humamcgo only respond with the best
available peripheral motor response in your ‘stimsuleponse’ library. You have no



‘off-line’ motor response capability. In eitherseg dog or human, the stimulus mix
changes and the endogram is updated once more.

Is consciousness an epiphenomenon?

It is not at all obvious that the effectivenesshaf brain’s what-to-do decision making
would decline if consciousness did not keep poppimgTorey says (p 155) that
without reflective awareness we could not upgradeenrich our range of choice,
insight and behavioural options. | am doubtfuhe3e are ‘rewards’ from the
consciousness-generating process, not from corsuss per se. While that name is
not wrong (it does generate consciousness), itinmgine accurately reflect the
significance of this process to call it the behawahoosing process. It is, after all,
the process which allows the brain to generateeaatiiate alternative responses to
what-to-do situations---rather than just accep#ing initiating the first behavioural
impulse evoked [evoked in the limbic system] by sitaation.

So, unless it can be suggested how awareness 'sfameent thoughts might change
one’s next thoughts, the simplest conclusion tevdthe null hypothesis) is that it
does not. Unfortunately, as with the questiorreéflom of the will, there does not
appear to be a way of testing this hypothesis. stiggiestion lurking here is that
realisingwhat you are thinking does not change what yowabait to think.

However, this is in no way incompatible with theadthat what you are currently
thinking will always influence what you think nexRemember that awareness of an
action tends to follow, not precede, the actiomfoBe one utters a sentence, one is
not conscious of being about to utter those spewifirds.

Before writing the consciousness experience offraspiphenomenon, a byproduct of
the behaviour-choosing process, consider the spgmulthat without consciousness’
particular contribution to long-term memory one \bhave little understanding of
what others are thinking and, hence, what they tdighThe particular contribution
being referred to is that each thought coming fthenleft brain and passing into both
consciousness and long-term memory carries witieiknowledge that is an
internally-generated thought. One consequencki®ig a selective memory trace of
one’s (conscious) thoughts over time, somethingahaient people would not have
had. Not only are these memories (eg of pastdotems with the environment) a
large part of one’s self-knowledge, and hence gelgart of the self, they allow one
to infer that others, so like oneself physicallygywell be like oneself mentally. As
psychologist Nicholas Humphrey says, consciousgiees every human a privileged
picture of her own self as a model for what itke lto be another humafi. In turn, at
least after the invention of ‘questions’, thisagnition opens the way to asking the
other what, specifically, they are thinking of abgl,comparing percepts, take part in
building a ‘collective mind’ of shared stable peptse--a basis for efficient
communication and co-operation.

Similarly, having access to a history of one’s tijlais and their consequences, plus
some understanding of causation, allows one toomgone’s thinking by asking
guestions of oneself about relationships amongsisanemories, eg constructing
narratives. Memory is at the heart of cogniti@onsciousness is rescued from

20 Humphrey



being an epiphenomenon by its role in tagging ltergs memories with the useful
realisation that they are past thoughts. | ammeed of the technique of filming an
athlete, not to improve the performance being fdrbat, after analysis, to improve
future performances.

Consciousness is not Cognition

Before looking to understand the immense signifteaof the cognition-
consciousness revolution of the first millenniumB@nd remembering how
consciousness, its content and the processes withiah it is generated get confused,
it will help emphasise these distinctions to reedikw aspects of the cognitive
instruments, the thinking tools, which modern hushase in responding to, and,
indeed, constructing what-to-do challenges.

Arguably,Homo sapieriscore cognitive skill iconceptual thinkingthe ability to
perceive similarities and differences, to develbgtact concepts by inductive
generalisation, memorise and name them, and ose ttames (words) to construct
grammatical sentences expressing relations bete@aepts, eg snow is white. To a
large extent, we think aboabncepts and percepts and we think withrds; concepts
are bearers of meaning, as opposed to words bgargsaof meaning.

We will not attempt to classify the many ways inie¥thconcepts can be related/
manipulated, verbally or mentally, in sentences stnidgs of sentences, just mention
several which have proved particularly useful ipgurt of what-to-do plan-making:

Factual propositionsre statements about concepts, statements wiaakither true
or false depending on the meanings of the conceptpuestion is an inquiry into a
proposition's truth value.

If this...then that statementsflect (i) causal understanding of relationshipgime,
between concepts or (ii) structural understandingpatial relationships between
concepts. If war is declared, then truth will be fiist casualty.

Metaphorsof the form Xs are like Ys are the starting pdortdeveloping and naming
new concepts; and for ‘understanding’ existing iastconcepts. My love is like a
red, red rose. Language itself grows by metaphalpimg us to understand the
unfamiliar (Jaynes 1976).

Narratives(stories) are accounts comprising events, praposit etc given in an
order which reflects their relationships in spaoget Narratives are the cognitive
technology which enables the consequences of atteenbehaviours to be simulated
mentally. In societies, narratives transfer infotiora between peopleAbductionis

an important form of narratisation in which an exydtory hypothesis that is
consistent with the known facts is generated.

21 In John Dewey’s terms, this is an instrumentalist perspective--- thought exists as an
instrument of adjustment to the environment. Specifically, terms of thought and
meaning are relative to the function they perform and that their validity or truth is
determined by their efficacy.



Inductive generalisatidii not only allows concepts to be drawn out of exgere but
allows the construction of ‘super-concepts’ whichbed concepts within concepts
and identify relationships between concepts. Tdhanking’ process allows more
complex thinking within the constraints of shontatememory, eg an ethical principle
can guide thinking about the ethics of a particakse.

Bisociationis Arthur Koestler’s term for the process behinglativity, namely,
intuitively seeing a connection between conceptditberto recognised as being
connected® Aaahh, lemon juice cures scurvy.

Associative memorig the capacity to recall, from a suite of stotedcepts, the
concept most closely associated with some ‘sendagy’ eg, as in indexed memory,
recognising a whole pattern when presented witiagnfient of that pattern.

Rationalityis that orientation towards reality which attemijatsveigh up the costs
and benefits of means and ends of an action baftwpting it..

Deductive reasoning a procedure for drawing conclusions (in therfaf
propositionsfrom premises (statements, assumed to be truet abnoeptshy
applying a set of rules. Deductive systems cormpyia set of axioms and a set of
rules for operating on those axioms provide aneemély compact way of storing a
large number of propositions.

This list of cognitive technologies and the waysvimich they can support behaviour-
choosing processes could be much extended (eg reedssanalysis, hypothesis
testing, binary discrimination) but our purpos@amore than to exemplify that
modern individuals have a range of thinking tootscl apparently do not need
consciousness. We can turn now to a time wheretbldiis were less developed.

3000 BP-2000 BP New Religions, New Thinking, New Societies

Much of the millennium preceding the Common Eratfie first millennium BCE)
was a chaotic interregnum between the passingedBtbnze Age and its great
empires and the translation of the centre of ation westwards to Greece and
Rome. Not that all was destruction in the lattert pf the second millennium; new
cultures arose in in the Indian Punjab (c. 3500, B Chinese Hwang-Ho region (c.
3400 BP) and in the Aegean (c. 3100 BP).

In the early part of the first millennium BCE, digtions to food production and trade
routes reduced energy supplies in many societiesvidevels needed to support
unproductive specialists as well as agriculturatk&os. Social structures were
necessarily simplified with many turning to marangland migration to survive;
others returned to self-sufficient village life.ntler stress, the theocracies which had
guarded, guided collective decision-making, andas®al social order on increasingly
complex societies for some thousands of years ko, some slowly, some
rapidly. Notwithstanding, over the millennium agitural production expanded

22 In logic, induction is the process of generalising over multiple examples, commonly by
emphasising similarities and ignoring differences between them
23 Koestler Act of Creation



rapidly (due not a little to the use of the irooyh) and world population increased
fromc. 50 mtoc. 170 m.

It was a time which saw major shifts from oraliterate cultures, from magic-based
polytheistic religions to monotheistic religionsdain the nature of human
consciousness and human cognitive-linguistic aslit Where the Neolithic period is
characterised by the emergence of material tecgresi@nd the Urban period by new
social technologies, the first millennium BCE wadbe a time of great change in
cognitive and communicative technologies.

In what Karl Jaspers (1953) calls the ‘axial agen@w religions, the period c. 2800
BP to 2200 BP saw the emergence of Taoism and Ciamnfigsm in China, Buddhism
and Hinduism in India, monotheism in Iran and thieldie East (Zoroastriansm) and
Greek rationalism in Europe. Beneath their obvidifferences all reflected an
emerging ability to think with the idea that eacintan is an independent entity with
a faculty of choice in line with their individuaharacter, ie each possesses an ego. All
shared a concern for how to cope with the misefifef{oppression and disease),
how to transcend personal weaknesses and hovetnlipeace in a flawed worfd.
Personal morality and responsibility were beconmrage central to religion in a

world where behaviour was no longer so tightly atietl by theocratic rulers; the ways
in which the gods might react to one’s actions bex&ess troubling.

What was crystallising here was a trend which catrdiced back to aanimismin
which everything had its motivating self-interessgirit, a spirit which was often
manipulable by magical procedures. Next, witheéhdy Neolithic perhaps, came a
manifest polytheisnm which numerous gods (idols), including persayads, were
always near at hand, needing to be placated aadtljiconsulted in what-to-do
situations. In time, all manifest polytheisms gawaey toremote polytheism&g early
Hebrews, Greeks, Romans) in which gods were didtesd talkative and generally
less interested in human affafrslt can be suggested that the next shift, to
monotheisnfone god), was an adaptation which, thinking bfien as an instrument
of social control, had the virtue of creating agéenauthority to be obeyed rather than
many; especially where a single priesthood had mopaly on interpreting a single
God’s will. Going further again, both Buddhism a@&ckek rationalism began
substituting the moral autonomy of the individuad $upernatural external authority
as society’s way of imprinting behaviour supportfghe existing social order.

The emergence of the modern mind can be seen heastydan the flowering
[[??fluorescence?/]] of Greek thought, culminatioygthe sixth century BCE in a
society where people had acquired sufficient dbgnskills, sufficient vocabulary

24 (Armstrong 2001)
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(including the vocabulary of subjective consciowss)eand sufficient memory
(boosted by phonetic writing) to debate individyahd collectively, the nature of the
world and society and how these might be betteragath For example, democracy
was a social technology made possible, at legstit) by the Greek recognition that
people are individuals as well as class membepgciBation was explicitly
recognised and ardently pursued. More generakycliissical and Alexandrian
periods of Greek civilization, through their cobtrtions to language, politics,
pedagogy, arts, science, and philosophy, laiddbhadations on which, eventually,
the European Renaissance would be built. Thdvgdsn the aphorism that the
history of Western philosophy is a series of fot#sdo Plato.

The Greek capacity for systematic thought equalleg. They knew how to trial
candidate behaviours in the mind at low cost and twobring disparate ideas into a
consistent harmony. They knew how to use prentsesderpin an argument. They
were able to challenge the truth of comfortingdifsli Indeed, it was ¢.2430 BP that
Solon and others recognised that truth was songethibe discovered, not reveaféd.
[[wait on Solon =600BCE]]]

But societies are learning systems in which knoggéedcquisition has to build on
what has gone before and the process is necesslamhfor a long time. In any case,
the knowledge and understanding the Greeks achigasdost for hundreds of years
following their conquest by the Romans in 146 BCE.

Contribution of Writing to the Cognition-consciogss Revolution

Walter Ong, an early student of the differencesvben oral and literate cultures,
described writing as the most momentous of all huteahnological inventions, the
technology which has shaped and powered the intefiéactivity of modern mafi.

Writing systems developed and spread in two wavéd first, based on pictographic
forms, began in Sumer some 5500 BP and dispersadtfrere through Mesopotamia
to Egypt, Europe, India and China. Writing systemthe second wave, beginning in
the late Bronze Age, were alphabetic, meaningttiet used one sign to represent
one sound. A good example is the Phoenician akilagystem which gave rise to
Hebrew, Aramaic and early Greek; and then, via kgreeLatin and Cyrillic. Around
2800 BP the Greeks invented signs for vowel soumd&ing theirs the first complete
alphabet with both consonants and vowels.

Writing systems are more than memory aids and nihaue pictorial depictions of
things. They accurately represent someone’s ati@rénagined words. Without the
distortions which plague memory, they allow theisip of information over long
periods. But writing is much more than a substifior spoken language. Extending
language transmission from an oral-aural medium anwisual medium has had
enormous impacts, over time, on diverse aspeatsltafral evolution, notably,
cognitive capabilities, belief systems, knowledgguasition, inventiveness and social
organisation:

26 Saul in the unconscious civilisation
27 Ong, W (19) Orality and Literacy



As the Bronze Age progressed, and societies beo@one complex, writing was
increasingly used for practical purposes such apikg records of transactions and
contracts; transmitting instructions from superwsi workers; and providing
permanent, accessible public statements of proeldilaws. In this context writing
was a technology which provided certainty as totvilaal been communicated and
which allowed communication across time and space.

It was towards the end of the Bronze Age that cally-important stories and
narratives which, till then, could only be trangeut orally began to be written down,
the first perhaps being the Zoroastrian Vesteb@1BCE). The oldest of the Indian
Upanishads has been dated to around the eightargdBICE---it is the philosophy of
the Upanishads which underpins Hinduism, JainischBuddhism. In China
Confucian writings date from ¢.500 BCE. The figitten book of the Hebrew bible,
Amos, is now dated at 750 BCE.

It is hard to see how the great religions couldehspyread and matured without such
sacred authoritative texts, unchallengeable aswegg by the mindset of the time.
Because they record what was said by God or praphetlightened one, they have
the authority of the spoken voice, especially wresad aloud. Think also of the
importance of the New Testament and the Koranerfahowing millennium.
Certainly the Greeks and Romans had no sacred/ealetl texts of any stature and
their religions withered. Rather, texts, particiyidor the Greeks, became vehicles
for the elaboration of philosophical and scientifiquiries and for the ‘fixing’ of
foundation myths such as ‘Homer’s’ two epic poeths,lliad and the Odyssey
(transcribed c. 2700-2650 BP).

While writing a narrative down freezes the wordskam and renders it available in
canonical form on demand, it does not wholly capthe experience of listening as
the owner of the narrative delivers it. Writtenrd® are always an abstraction from a
total situation which is more than verbal. Inflects, emotions, emphases etc are lost.
Particularly if a text is sacred, it cannot be athd to reflect a changing world and
becomes a source of debate over interpretatioensiec, philosophical and
instructional texts are more open to correction.

It is interesting to speculate that it was onlyhathie transcription of foundation myths
and the later realisation that the world was ngéoras it was that the concept of
historical time entered the consciousness.of ndidgate societies. Mecea Eliade in
Cosmos and Historguggested that the Hebrews, the first truly alptialpeople,
developed a sense of ‘one-way’ time---an accretwog-repeating sequence of events
against a backdrop of cosmic cycles. Eliade’s Igiabthesis, known abe myth of

the eternal returnis that preliterate people inhabit a cyclical timieerein, they
believe, their periodic ritual reconstructions ofthic events actually recreate
(reactualise) those events and return the worits toeginnings.

What of the contribution of writing to the evoluti@f cognitive capabilities and the
buildup of collective knowledge? First, multipledividuals can learn from the
writers of texts (ie, extended discussions) evesudh are distant or dead. In

28 James Cohn (2007), The minds of the Bible: Speculations on the Evolution of Human
consciousness, http://www.julianjaynes.org/ (accessed Nov 1, 2007)



principle that can also happen in an oral cultura {eachers) but the scale is likely to
be different. Given multiple copies of texts ancbae of people able to read (libraries
were invented in the late first millennium), moesople will be holding more
knowledge in common in a literate society thanriroeal society of the same size.
This in turn will mean more people primed to cdmite, through learning, to the
creation of further knowledge.

Texts themselves provide a stable starting poinbfgoing verbal dialogue about
their truth or about how the thinking they embodgimh be extended. [[[The critical
innovation was the simple habit of recording spattw ideas—that is, of
externalizing the process of oral commentary om&sv/g]] But a written text has
several advantages over verbal discourse as a méawualuating and upgrading an
argument or exposition. Improving a written teahde treated as an iterative task,
reviewing and revising one’s previous thoughtse&lely rereading what you have
written reloads your working memory, sometimesaonel ways. Rewriting involves
a dialectical process in which product and processtent and the tacit rules for
writing persuasively and logically, have to be danfly harmonised. Reasons have
to be crafted and conclusions synthesised.

Against this, the tacit rules spoken discoursare much looser, a game of verbal
ping-pong which can easily wander. It is much eats get away with sloppy
thinking in discussion than on paper. On balagoa,are more likely to ‘know what
you think’ when you see what you have written thdren you listen to what you say!

Writing, being slower than talking, offers more opinities to be creative, to reflect,
to generalise , to abstract, to integrate ideasndourages introspection, including
the push to find words to capture the emotions vhie expressed otherwise through
gesture, mien etc when speaking. Metaphor isquéatily important as a technique
for understanding, exploring, capturing and, evaliyunaming fuzzy feelings and
values?® And insofar as writing gradually evolved syntaeatistructures capable of
expressing metaphors, it may have played a pivolalin the invention and
experiencing of consciousness and selfhood.

Against these positives, the difficulties of usargl learning from early texts need to
be kept in mind. In Plato’s time a library’s documtgewere stored in unlabelled jars;
there were no spaces between words, sentencesagrggaghs and no punctuation
marks; texts usually had no contents listing angages.

[[idea that writing helped kill off the bicameraimad because introduced the idea that
here might be more than one reason for doing santeta vs stele ]]]]] writing
allowed government by law, not by by individual gemnent each time

29 AN Whitehead notes the difficulties Plato, a métgician of genius, had in
making language express anything beyond the famtidia of everyday life and goes
on to say that it is misleading to study the higtirideas without constant
remembranceof the struggle of novel thought withdbtuseness of language.
(Adventures of Ideas p120)



Stages in the Evolution of Consciousness-cognition

Any attempt to overview the evolutionary developt&iconsciousness-cognition
cannot be other than highly speculative, eventimoperiod when written records
begin. The value of attempting such though is ith@aight suggest [[features and]]
trends in that process which are still operative la@nce part of understanding social
and cultural evolution today. [[[Here we will brigfrecapitulate three plausible
earlier stages in the evolution of consciousneggition before coming to the
revolution that we are claiming for the first mil@um BCE. These are a pre-verbal
stage, a syntactic language stage and a ?7?bide?fistage

In fact there is one cognitive operation, an intkgctearning operation, which, at
least since the first hominids, underlies all exgpamns in the range of entities of which
the brain can become aware. From the early Pésst the hominid brain has been
learning to abstract recurring similarities andgais---called percepts and concepts--
-from a kaleidoscopic flux of input stimuli and staepresentations of these in
memory*° From there these internalised representations hagn available as
templates (together with links to action schemathe@motional tags) against which
new experiences can be tested for conformity. disafeylighen (1991 p5) suggests
that the emergence of just one further cognitiveragon, the capacity to recombine
concepts, free of their original context, in a mordess controlled way, allows all the
typical characteristics of human intelligence tcebplained

What we have here is an evolutionary developmedéuwhich the brain comes to
learn to subdivide, and further subdivide, stimutatexperiences into categories and
react differently (ie initiate a different motorsponse) according to which category is
being experienced. One way of interpreting thi® igiew the brain as extracting
more and more information from the environment aelutionary time. A
complementary perspective is to see the braimaglaptation which protects the
individual from being overwhelmed by comprehenswareness of everything
she/he has known in the past and could be awarewoin the present, ie the brain
acts as aeducing valvewhich, in principle, leaves the individual withetinformation
relevant to hir purpose of the moméht[[[[[[[[ insight : oral cultures can only
accumulate so much knowledge, non-verbal cultweas &ss ..our problem
nowadays is that we can accumulate lots of knovdetgt are limited in our ability

to bring that knowledge to bear on solving our wioatlo problems ]]]]

30 What is stored in long-term memory may well be procedures or algorithms rather than
direct mappings between the flux of stimuli and what is stored. For example, an object is
recognised as an X if the sensory input it generates produces the result X when passed
through a set of sieving rules (see goertzel chapter 6 The Ecosystem of Ideas )

31 Heylighen F (1991) Cognitive levels of evolution: from pre-rational to meta rational, in
The Cybernetics of Complex systems-Self-organisation, evolution and social change
F.Geyer (ed) Intersystems, Salinas, Ca 75-9. Heylighen points out that ‘legitimate’
associations conform to (are controlled by) learned rules based on experience, eg syntactic
rules, cultural rules, selection rules, historical rules.

32 CD Broad quoted by Huxley Cecy thesis p247??



The pre-verbal mind

Under several descriptive names, including parittip/ consciousness, a typhonic
state, an archaic state, mind-at-large, a mysdie sand a phantasmic state,
empathetic writers have tried to evoke the mentpkaences of early humans still
equipped with only a small number of perceBt©ne interesting metaphor is that
such a person’s experiences might have been ldsetbf someone who has taken
mescalin or a comparable hallucinogen which sugesethe higher control areas of
the brain, ie being a habiline would have been lligeng in a world of vivid
experience where nothing is easily recognisaljleheg whole of the world is seen as
unity, as a single rich live entity” (Maslow, 1968,88).]] Akin to the reports of
modern mystics, there might have been a senséadtang self immersed in a
kaleidoscopic world. Thiselfwould not have had a sense of agency, of
consciousness such as we experience, but woulddesrea ‘body self’, an image of
oneself in terms of joint, muscle and visceral a@mass. The implicit suggestion here
is that a loose percept of a body self is one effitlst ‘cleavages’ the brain learned to
make through the world outside itself, an early stea still-ongoing internalisation
(inner modelling) of the external world.

As discussed in Chapter 6, behaviour at this tiralavlargely have been governed
by instinctive and affective responses, not cogaitines. Behaviours which
produced positive emotions or ameliorated negatnes would have quickly become
habitual, and, through mimesis, spread throughwsbcial group, ie have become
customs.

Custom not only makes individual behaviour preditdait results in all individuals
having a similar behavioural repertoire---like 1séin a ‘superorganism.” And, for
most of the Pleistocene, it would have been thragdibal custom that societies co-
ordinated themselves. Societies with a sufficiediverse repertoire of customary
responses to particular environmental contingengmsdd have enhanced survival
prospects. In the longer term, the repertoireust@mary responses in those societies
that survived must have evolved in parallel witkiesnmental trends such as
declining temperatures.

In parallel with the evolution of custom, the Plecene would have seen slow growth
in simple non-verbal language (see Chapter 6).céviesuppose an expansion in each
group’s common stock of concrete (not abstractygyas, each sculpted from re-
occurring emotionally-charged episodic experienc®sd we can further suppose the
emergence adissociative learninge a capacity to associate, in memory and inllkeca
percepts previously encountered together in remyepisodic experiencésfor
example, dead bodies and dry waterholes (or wawdt sonstructs be outside the
scope of non-verbal language?). In terms of cogngkills such associative learning
is a precursor to causal thinking.

33 Scaruffi Lazlo and Wilber and Berman Levy-Bruhl (I.-B =mysticism)

34 The physiological basis for associative learning is that a synaptic connection which is
used often will increase its strength such that the probability that it will be used again
increases. Ultimately, associative learning is the only sort of learning there is.



In time some percepts would have separated fromdhginal contexts and
associations and come to be associated with ‘cofrtes’ non-verbal signs, earlier
calledmimes This would set the stage for the developmemstyatactic language---
strings of mimes assembled according to rules-afskgpof communicating simple
stories. Every language, verbal or non-verba, ésllectivefunctionalmodel of
reality, one that stores the experience of precggemerations and one on whose
refinement all members of society are working. dima the value of an elder’s story
which told of the existence of a place of refugerfrdrought. Or is that asking too
much of non-verbal language?

Probably yes, but even as it was reaching its matislopmental limits, towards
the end of the Pleistocene, non-verbal communicatias creating a template on
which oral language could be built. That is, ind® form, percepts, signs (symbols)
for percepts and syntax were now in place.

The syntactic mind

Wide limits, from 200 kya to 70 kya, bound the was suggestions for the time of
emergence of oral protolanguag@sHere we will bypass the various origin
hypotheses and take up the story of cognition-donsoess at the time of the Upper
Paleolithic cultural revolution, some 40 kya, wives can be fairly confident that
syntactic language (sentences) had become a waltstied communicative
technology, at least in ‘here and now’ situations.

Chapter 6 noted the various ways in which the atdeéstructured speech might
have led to improvements in thinking, faster acclatnon of collectively-held
information and a reinforcing of the tribal modesotial organisation. As language
developed, each new group of words created, lifena¢w perceptions and attentions,
ie language was not just a tool for communicationamother ‘organ’ of perception,
[[as valid as the senses and]]] able to directlasid attention on a particular task.
Perhaps the the Upper Paleolithic revolution, wglexplosion of advanced stone
artefacts, reflects the coevolution of material aagnitive-communicative
technologies.

The period between the Upper Paleolithic revoluaad the Neolithic revolution
(15kya), while climatically difficult, saw the péstence of the hunter-gatherer group
or tribe as the ubiquitous form of social organ@at Terms such as the magic mind,
the mythic mind, the membership mind, the groupdhand the tribal mind have been
used when speculating on aspects of the mentadysacial psychology of these late
hunter-gatherer® These various terms are drawing attention, ficsthe sameness

% Relative to syntactic language, protolanguagéisacterised by a form of
expression in which words are merely grouped intdltterances, with no
grammatical support. Its characteristics

are: no grammatical words, no long-range dependefitbyn the sentence, no
inflection, no consistent order. Search enginespus®language.

36 Wilber....?? Mind is synonymous with ‘the brain’s mental operations.’



of individual minds within Upper Paleolithic tribaultures and, second, to these
people’s changing models of the world and theic@lia it.

As is still true today, language could now be umedescribe the world to children
until they were capable of perceiving the worldlascribed. Under this view, reality
is only a description which is shared, largely ursmously, with those who use the
same language. Furthermore, from the perspectiseaial psychology, a shared
language is a form of social control, again largeigonscious. That is, once an
individual responds to a description of reality, Iiehaviour is already circumscribed
by that descriptiofl! Linguistic formulae for norms, customs, taboasveduld have
been similarly transmitted and internalised. Bareple, a child’s memory of being
verbally instructed by its parents would have fiorad as a primitive conscience or
superego, recalling past instructions, by assariatn similar situations.
Socialisation through language thus became the msirument for keeping
individual behaviour within functional limits. Asgroup’s culture, its learned
behaviours and shared ideas, became richer andaomglex than in pre-verbal
days, spoken language woud have been essentegroducing/ maintaining that
culture.

But, apart from episodic memories, there would Hasen little qualifying as personal
in the minds of tribal members. The vocabularyalihivould allow the modelling

and awareness of one’s inner feelings and motinatt the minds of others had not
yet been invented. Tribal societies were not mguef people who, having
recognised themselves as individuals, then ideqdtivith the group. Rather, over the
Upper Paleolithic, concepts and words (eg one’sa®rappeared which allowed the
individual to begin to split out from the conceptloe group, a dim conception of a
‘mental’ self, ie something additional to a ‘boglf.

As was discussed in Chapter 6, there is a varie¢yidence that the Upper
Paleolithic was the period when animistic, magarad mythical thinking emerged
and flourished. Cognitive tools for questionihg teality of this primitive thinking,
based as it was on inappropriate metaphor, digetatxist. The capacity for causal
thinking which was proving useful enough in evenytisks, just did not have access
to sufficient abstract concepts to provide natstiliexplanations for natural
processes.

Nevertheless, as noted earlier, primitive thinkiid) serve various functions such as
providing all the tribe’s members with a commonaemneanings, explanations and
beliefs about the world. And it provided some geois psychic security and meaning
in a capricious and mysterious world for what weuldcsee as the child-like egos of
the time. For example, misfortunes and calamaadd be explained as part of an
intelligible order and, by following customary raléoe warded off to some extent
(Habermas, 1976:98). Even in the absence of abgtraciples, myths and stories
were ‘case studies’ which provided role models exaimples for guiding behaviour.
Of course, it would only be with difficulty that slu guidelines could be updated to
reflect changed conditions.

37 Wilber p423



These then were the oral cultures which alloweddrugatherers to survive the
rigours of the last ice age. We have every re&stelieve that spoken language, the
master technology, played a central role in drivimg evolution of the material,
social, cognitive and communicative technologiescWizollectively define cultural
evolution

The [earl ost-glacial [[[but still bicameral]]i3fhind

As described above, the period from the end ofabieice age (say 15 kya) till the
end of the Bronze Age (say 1000 BCE) was a peafattamatic socio-cultural
response to dramatic climatic and ecological chaMyaile the period saw numerous
interdependent innovations within and between #iegories of material, social,
communicative and cognitive technologies, it isrdes in food production
technologies and parallel facilitating changesacia organisation-social control
technologies which stand out. In a sentence, tbesechanges were from hunter-
gatherer societies to, first, Neolithic farmingages and then to empires based on
broad-scale irrigated agriculture.

Looking back, we can see how creating, refining emmbining technologies allowed
post-glacial societies and groups within sociditesiake adaptations which, at least
for a time, improved the survival and wellbeinggpects of the innovators. In line
with mounting archaeological evidence, one can ineglausible sequences of small
steps by which individual technologies might hamteeed, left or matured within the
technology pool-technology mix. And as the tecbggtmix being used ebbed and
flowed, various emergent and collective propernbiethe society would have
responded, entities such as energy throughputlsdwaracter, class structure, food
security, demographic structure, accumulated kndgdestc. Thus, a process of
cultural evolution similar (albeit faster) to tragscribed for tribal societies in chapter
6, one based on the selective retention of exmoydiehaviours in what-to-do
situations, can be presumed to have continued ghrthe Neolithic and urban
revolutions.

While the post-glacial mind was confronted with ragimg ever-bigger groups of
people in a growing range of interdependent rdlesye is little to suggest a system-
shift in people’s basic mental skills such as théitity to model reality, their learning
skills, their memory skills and their capacity &nrain focused on a task. Rather, it
was the enhancembntentsof the post-glacial mind, not its raw capabilitiedich
differentiated it from the tribal mind of the hunigatherer. Under ‘contents’ we can
include knowledge of norms, taboos, beliefs, custdacts, vocabulary, causation,
myths, recipes, rituals, values and traditions.t Bla&d, these were oral cultures which
depended critically, and in diverse ways, on laggua make a system of new and
more complex farming and social management teclyresdovork and keep working.

Consider the place of language in ensuring thaviddals learned and reliably filled
the roles assigned to them by tradition. We canrmag that post-glacial people were
still signal-bound or reflexive, ie they respondethute-by-minute to cues from their
environment, including a verbal environment chaased by commands and
assertions (plus, possibly, questions) utteredtbgragroup members.



An important factor in the primary socialisationabfildren would have been learning
to obey routine parental commands as they absa@bedhternalised the group’s
stock of shared knowledge. As discussed by Casttioloro (2004), humans, at
some point, must have learned to express disinéstepproval and disapproval of
childish attempts to imitate adult behaviours aadde to guide successive
improvements. In play, the child could verbalise aractise responding to
commands. Once parents had acquired the capa@iptress approval or
disapproval of children’s behaviour, it would Igadhe children associating positive
or negative feelings with memories of performingsé behaviours, and with the
words by which approval/disapproval was conveyeélis, in turn, would lead
people to behave, depending on context, in wayshwitiey knew, from memory,
would generate positive feelings or avoid negaf@detings. In contrast to other
primates, episodic memories could be triggerecumadm children.by learned words,
nothing more. As well as this, emotionally chargextds of approval/disapproval
would, in time, become decoupled from the particldarning situation while still
retaining their ability to guide future responseshiose words, be they overt or covert.
Here could be the mechanism by which a modern higwanbic system learns to
accept or reject verbally proposed behavioursaffjuires the thought-feeling
couplets against which a proposed behaviour wik\sduated

Conrad Waddington interpreted human docility, @mdency to accept authority, as
an adaptive response by a neotenous species mneddefor its young to be teachable.
% But insofar as the habit of obedience to an aitttive voice carries over to
adulthood, it becomes a pre-adaptation for theastethnology of leadership (eg
chiefs, big men, elders), a technology based oimgjiverbal commands to people
within earshot. Leadership is a social technolagich co-ordinates the group’s
behaviour by considering only the options perceivgdhe leader in what-to-do
situations. Presumably, it evolved as a succebsiahce between the need for
timeliness in decision-making and the need to amsrsa sufficient variety of
candidate responses to novel situations.

Nevertheless, as the food production system wasftsemed and complexified, and
as communities grew larger, face-to-face leadenshion-routine, and hence
stressful, situations would have become more diltfi&ven for routine tasks, in the
absence of the leader signal-bound workers woutd frequent cueing. For
example, custom, ritual and habit would have edapeol a part in maintaining a
work party’s attention to a task. Remembering a@nelying a leader's commands in
his (?) absence would have been difficult in theefaf poor impulse control and a
limited ability to self-trigger the recall of insictions from memory in the form of
either mimetic imagination or verbal symbols. Heapould have been willing to
obey but not very good at it! Leaders themselveslvhave had no special capacity
for formulating behavioural plans and remainingused on their implementation.

Despite these problems, as people’s vocabulareas gnd their verbal models of
practical realities improved, we can postulate thair self-cueing abilities also
improved. The self-cueing process in post-glgogple would necessarily have
been similar in some ways to the consciousnessrgtmg process outlined earlier for

38 Waddington, C. H (1960). The ethical animal London : George Allen & Unwin



contemporary humans. In particular, in what-tosdoations the off-line speech-
thought system generates a sequence of schemhégiberal options until one
appears which, after being returned to the awasesyestem, is ‘passed’ by the limbic
system and then implemented. We can imagine thangiontrast to modern self-
aware minds, only a small range of customary, féamuesponses would ever be
available for such evaluation.

However, if Julian Jaynes, Bruno Snell, Mary Clatklber Whyte*® and others are
right, post-glacial peoples, at least until thetfmillennium BCE, did not have a
strong enough sense of self, or sufficient vocatylito recognise that thoughts they
were becoming aware of were self-authored. Rathey, experienced those thoughts,
Jaynes argues, as words spoken aloud by an aytfigute, ie as what we would call
an auditory hallucinatiof® And they obeyed (or believed, as the case may be)

To appreciate the next part of this plausible sderfand that is all it is), recall that
early post-glacial peoples were animists who beliethat every material entity was
alive and able to act with purpose. So, while atharitative voice might, in the first
instance, be (mis)attributed to a living leadecoitild equally be (mis)attributed to the
corpse or remains of a dead leader. Indeed, ghagriving leaders grew up to have
the same dependence on authority as their follgwexsan readily imagine that such
might attribute their cueing voices to dead predsoes. From there, it is a small step
to visiting the remains of one’s dead predecessbetr his advice and commands
concerning what-to-do situations. These pronourcesncould then be relayed, with
attribution, to one’s followers. The elasticityrofigical thinking would have further
allowed statues or other symbols of the dead lefadeecome cues for hearing the
dead leader’s voice. Indeed, each individual ctwalde their own personal cueing
symbol; not that it was a symbol to them---it wias teal thing!

And so begins eight thousand years of unquestibeéef in the direct participation
of ‘dead’ authority figures in the management o$tpglacial societies. As ‘dead’
leaders receded into the past, one can imaginelbiig transformed into, first,
legendary heroes, and then into what we would thirdksgods Depending on the
particular society, the living leader might be sasrthe mouthpiece of the gods or,
using magical reasoning, a god himself. Jayne43)pduggests that an eleven
thousand year old propped-up skeleton found inrébtm the Levantine village of
Eynan might have been an early god-king.

As a social technology for accurately guiding theéividual’s contribution to society,
gods have several advantages over living leadgmnsir repertoire of injunctions,
their leadership styles are free to settle dowir taee, be objectified, and provide a
baseline of stable guidance during the uncertamtfdransition between living
leaders. Their authority can be cumulatively sjteaned over generations through
the development of worship rituals, rites and ceneies. Of course, for most of the
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reign (metaphor) of the post-glacial mind, at leastlosed self-sufficient societies,
there would have been little questioning of divanghority. People were docile, we
have suggested. Despite having language, theyelilery other animal, had no
concepts of introspection, deception, evil, justgalt, objective space-time. They
had no sense of the future and no memories as we& trem. These are all abstract
concepts which we understand through metaphorttentechnology of expanding
language through the use of metaphor had not dseget invented.

As the climatically-favourable Holocene continued darming technologies
continued to evolve to exploit the opportunitiesaéiad therein, agricultural systems
delivered food surpluses sufficient to supportiagtly class, particularly after
Eurasia’s great irrigation civilisations grew otitvillage agriculture. While the
respected historian, William McNeill, dubs thegstfpriests ‘macro-parasites,’ it is
surely more complex than that. Priests were nemeftectively aware than the
workers they organised on behalf of a leader (g kay) and one or more gods. The
priesthood can be seen as a managerial class vtéetsibly, co-evolved with the
increasingly complex management tasks associatédpwpulation growth,
urbanisation and expanding irrigation systems. r@vennia gods too proliferated
and specialised in cueing different types of decisnaking, eg personal gods. It
would seem that cultural evolution had producedta&technological themes which,
for a long time and in many places, would proveedbladapt to or cope with both
slow complexification and modest environmental aton. Communication by
writing was the most promising technological resggto complexification, albeit
slow to spread. And the best available socialreldgy, in times of drought or other
environmental challenges, was placating or pleadiitiy one’s anthropomorphised
gods.

That is, it was the best until someone inventedribee practical idea of stealing

grain from another village’s granaries. Such mdiagiinevitably spread and
spawned the widespread adoption of defensive tdéobies, including fortified

villages and cities and specialist warriors. Téeds of the 20th century’s wars were
being sown. When the idea of stealing grain wasreded to stealing people to be
slave labourers, the technologies of coercion bégassume an increasingly
important role within societies. Slaves knew nioghof local language and customary
behaviours, and could not really be re-socialisgd @ compliant workforce. It was
easier to extract their labour using physical coer.c

Increasingly throughout the transition from village city states, militaristic
management based on maintaining standing armiesigvagomplementing
theocratic management. Military conquest (stedlegneighbours’ land) and empire—
building (setting up tribute states) became recagphsocial technologies for
improving and maintaining a society’s survival ests. For example, Hammurabi,
steward-king to the Babylonian god Marduk from 1 B82E to 1750 BCE, formed
the city states of Mesopotamia into an empire aid them together, in considerable
part through his use of written proclamations attets of instruction.

And now the trap began to close. It transpired the militaristic-theocratic states
and empires that had spread across Eurasia byitlidenBronze Age were in ever-
present danger of collapsing, both individually athimino-style, collectively. Jaynes
(p 195) talks about the built-in periodicity of $usocieties, ie their propensity to



collapse at intervals back to less energetic tfidmahs. And, indeed, around 2300
BCE [[[?7?7? Peiser??]] a number of major civilisaialid collapse. [[It would not be
the last time.]]

The source problem here was that the mix of mdteioaial, communicative and
cognitive technologies was changing only slowly agdcultural output was no
longer growing strongly. Trade was increasingwas still a minor activity.
Population growth continued, providing the statap&e with more warriors and serfs
but lowering surpluses per head. This left indreglg complex societies increasingly
vulnerable to climatic variability, natural disast@nd the disruptive effects of
military campaigns and invasions.

[[paragraph is a repetition of introduction---ret@fi Joseph Tainter (2000), one of the
few archaeologists to have made a comparative sttidgllapsed societies,
concludes that adding new management operatiansasind way of addressing
newly perceived problems. At first the strategykso For example, agricultural
production increases through more intensive farmieghods, an emerging
bureaucracy co-ordinates production and distrilbutioempetently, expanding trade
brings wealth. However, as the less costly sahstitm society’s problems are
exhausted, it becomes imperative that new orgaomsdtand economic answers be
found, even though these may well be decreasirggi-effective. One reason for
that is that as new components are added to ansyte number of inter-component
linkages that have to be managed tends to incgeasmetrically rather than linearly.
Finally, at some point the costs of additional gamrisation exceed the benefits.
Tainter’s insight is that, as a strategy for sajvansociety’s problems,
complexification is often successful in the sherti but, in the long term, may well
increase that society’s vulnerability to collafbe.

Much of the increasing complexity which bronze ageieties had to manage was the
result of interactions between societies, partitylaar, trade and forced migration.
To quote Ernest Gellner (p160), violence whichribal and village times had been
‘contingent and optional,” had now become ‘pervasmandatory and normative.’
Individual societies were being selected to suramdéhe basis of their military
‘fitness’ but, for bronze age society as a wholat was a ‘social trap,” an
extraordinarily costly and unproductive way of aliting resources. And it could not
be avoided. In the absence of any overarchingutish for internalising the external
costs of war, every state had to join its localsrate to have any prospect of
survival. Given that bigger societies tend tofiteet’ militarily, the bronze age world
was already on a growth treadmill. How familidrthls sounds.

Religion was a second major source of increasimgpdexification. Religious
observances and practices (including the buildingmples and monuments),
consumed ever-more resources in most Bronze Adetssc The adaptive value of

*1 Western civilization has avoided this fate so farsays and we will discuss
presently, through a combination of luck and inggnwhich has allowed
complexification to continue.



this development is not immediately clear to modsyres. It seems unlikely that the
gods needed more authority over what were docibpleevho believed and did what
they were told. Perhaps the cultural evolutiothefpriesthood had become
decoupled from the cultural evolution of the makpample? But there is nothing to
suggest that these changes were primarily for émefit of the priesthood. There was
as yet no recognition of the idea of disparatesciaterests, even though, in practice,
the military and the priesthood constituted a dantrminority. More plausible is the
idea that because religious guidance of thesetsxiwas apparently no longer
solving their problems adequately, they turned &kimg greater efforts to
communicate with their gods.

But things got worse rather than better. Arourelehd of the ® millennium BCE,

as Jaynes interprets the historical record, thewathallucinated voices (ie,
misattributed thoughts) became confused, contradicand ultimately
counterproductive. They no longer provided relevirgctions in what-to-do
situations. This should not surprise us. The batay available for expressing
instructions was limited and descriptive-only. &wed with novel, complex
situations, only simple, and likely irrelevant, dtaesponses could be generated. A
related idea here is that the increasing use dfemrinstructions which had to be read
out loud before being acted on might have movegdst-glacial mind closer to
recognising that verbal instructions can be selhated and not necessarily divine.

While Jaynes argues convincingly from the histdnieaord that the ‘voices of the
gods’ did indeed fade in light of these failuréssinot clear how thoughts were
processed thereafter, at least not till the agmear of the self-aware mind some 500
years later. In the interim, there were sevenagsyof technological responses to the
loss of direct divine guidance. One was to sedloacles and prophets, people who
retained a capacity to hear divine instructions tarahswer questions on behalf of the
gods. Thus, oracles (eg Delphi) remained impoita@reece for another thousand
years. Another approach to improving communicaias to pray to one’s departed
gods through new intermediaries such as angelsn Titere were techniques based
on inferring divine intentions from indirect eviden These included choosing
between alternative scenarios by casting lots,\apation and by reading auguries
and omens. While misguided, such inferential mgsheflected an expanding
awareness of the concepts of both choice and ¢ansat

[LLLLLLLLLLLLLTTTT 2?2 Both left and right hemisphees of the human brain
are able to understand language, while normally onl

the left can produce speech. However, there is some

vestigial functioning of the right-hemisphere Weka's

area which could explain the ‘voices of the gotighe

two hemispheres under certain conditions are able t

act almost as independent persons, their relatipnsh



would correspond to that of the man-god relatigoslof bicameral times.?? Jaynes
newsletter ]].....next newsletter 2 Jaynes hypotlegsésbicameral process of brain
functioning. He asserts that about 3000 yeargslagye was a left brain/right brain
split that had until that time, made the right hract as ‘god’ to the left brain, which
would hear and obey. The emanations from the hghtisphere would produce
visual and auditory hallucinations that were powkehough for the left hemisphere
(and the human being as well) to follow. ]].. fuetimore, he regarded this mentality
of the era of the lliad as the bicameral mind. tRg term he is referring to a two-
chambered mental process by which there was ‘@ideemaking part and a follower
part’. Specifically, hearing the inner voice inve$ a region of the right hemisphere
that corresponds with Wernicke’s area in the lefnfsphere , which is implicated in
receptive communicaton]]]]

The self-aware mind

Having now made an effort to understand cognitionsciousness in contemporary
humans and to recapitulate several stages in tatexn of the human mind, we
have a framework within which to better understtrarevolution in cognition-
consciousness that occurred in various parts cdgtay most spectacularly in Greece
in the first millennium BCE.

Under the interpretation offered here, this isrthibennium in which humans started
to deliberately think metaphorically. The adoptadrihat one cognitive technology
was the ‘big bang’ which projected the human mimad & whole new universe,
metaphorically speaking. More explicitly, thinkingetaphorically is a tool which can
rapidly extend the range of behavioural optiong@@n might consider in what-to-do
situations, and, equally importantly, it is a tedlich can extend, enrich and
selectively focus meaning (perceptions of relatigps between entities). Consider a
simple example. “We will attack the Trojans,” is@ncrete expression of intention,
but “We will attack the Trojans like a crab catclish.” is a metaphor which makes
the idea of a pincer movement readily and immebjiatederstandable; or, “We will
attack the Trojans like a scorpion out of its rfe8ut being like a scorpion entails
much more than launching a stinging attack frondang place (wooden horse!). It
means being willing to feint, to hold your weapdngh, to fight to the death and so
on. As George Lakoff says, metaphors make senseraxperience; they provide
coherent structure, highlighting some things armfingj others” If a metaphor
‘passes’ emotionally, it has the potential to pdeva variety of options for
understanding and acting, even as it constrairis/tiréety to a manageable level.

Even more powerfully, the act of changing from ometaphor to another changes
one’s working mental model of a what-to-do situatieg from thinking ‘crab’ to
thinking ‘scorpion.” Metaphors make connectionsamen different domains of
discourse and what is being suggested here isitiaiy the first millennium BCE
people learned to generate metaphorical thoughagicher and more controlled way
than hitherto. In part this may have been a reéflacof an enlarging vocabulary and a
densifying network of neural associations betwemnrcepts-percepts. On that
particular point, the theory of graphs suggestsdeanore and more contingent links

42 Lakoff, G and Johnson, M Metaphors We Live By p??



(associations) appear between the words in a lextbere will come a point where a
few more links dramatically increase the probapihit there being a chain of links
between any two word$.

Believing that a metaphor is valid as a basis fatarstanding or action is an act of
faith, something which can't be proven; but themssany belief in any causal
relationship. We can imagine that trial and eexperience in using metaphors
would have led to various pragmatic rules for narng the range of metaphorical
associations thought to be worth exploring in vasisituations: For example, when
Ais likened to B, both A and B are normally thengapart of speech, eg both nouns.
Metaphors with negative emotional loadings stanbetoejected. As in the ‘attack’
metaphor above, candidate metaphors need to bertamswith goals and values.
And then there will be various culture-specificdglines based on taboos, memes,
traditions etc which favour rejection or favourther consideration of metaphors with
particular attribute&? Within the options remaining after such prunimgl @re-
judging, metaphors which emerge for further consitien are thereafter, for practical
purposes, randomly selected---a process reminiséeggne mutation. And the
genetic metaphor leads to the idea that if theahtiltural evolution is lagging the
rate of environmental change, cultural evolution ba speeded up by generating
more metaphors around the problem issues. Conygessene metaphors get
cemented into belief systems as truths which cénlmnchanged with great difficulty
over a long period.

Where did metaphorical thinking come from? Not @fuhowhere. It can be viewed
as a refinement of Frazer’s two laws of magic,adtrced in chapter 6 as the law of
similarity and the law of contagion. Indeed RoBox suggests that, in contemporary
language, the law of contagion could be rewrittetha law of metonymy and the law
of similarity as the law of metaph®t.

Not quite perhaps. A metaphor is a type of asserti A resembles B in some way,
structurally or functionally, then it might reseral® in other ways. However,
metaphors do not go as far as the law of similavitych postulates parallel and
remote causation That is metaphors do not clasnsympathetic magic does, that
operations on A alone have effects on both A amth@those effects are similar; the
effects on Bresemblehe effects on A. For example, breaking the afia wodoo
doll, A, one representing and resembling persom&gically causes the breaking of
B’s arm. The corresponding metaphorical thouglghinbe that if person B is like a
straw doll, then their arm might be easily broken.

Metaphorical understanding of mental experiences
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Learning to use metaphorical thinking culminatedsrextension to understanding
mentalexperience&® Thus, as noted earlier, Julian Jaynes suggesaée human
organism’s mental experiences can be understoothtket about by thinking of
them as being like the natural experiences of ayocyanism in the real world.
Natural experiences include direct body experieaesinteractions with both the
physical environment and with other peoffleAnd that is what humans learned to
do. People moved from treating imagined eventeasevents to treating imagined
events as beiniike real events. They learned to verbalise and shaiethoughts by
(partly) expressing those thoughts with the helphtd ‘natural experiences’
metaphor. Nowadays we talk so readily about ourted@xperiences that it is
difficult for us to see how the narratives we proglare based on understanding
mental experiences as being like physical expegiesach as looking, listening etc.;
and that people had to learn to describe their ah@cts and experiences. [[Language
had begun to split into one frame of referencegogrg to publicly observable
physical things and one pertaining to privately\wable mental things.]]

Jaynes called the metaphorical entity which paditgs in the bodily organism’s
stream of imaginingénalogue I We might equally, and more briefly, calBgo-I
although ego is a more contentious term. In théwerld, the word ‘I’ is most

simply thought of as the name which a bodily organgives to that same bodily
organism when conversing. Just as a physical petses things in the real world
(moving around, arranging objects, looking, listenietc), the metaphorical | does
analogous things, has analogous experiences,ananogue of the real world which
Jaynes callsind-space As well as actively doing things in mind spaggp-I
participates passively in the body’s mental expees, eg being spoken to as well as
speaking. Thus Ego-I plays more than one somlef r

So, if | have a mental experience in which | imagimm patting my dog, that
experience is very like, is analogous to, a realdvexperience in which I am
watching someone who looks like me patting a dag litoks like my dog. | report
that Ego-I looked into mind-space (introspected) saw a visual image of a
‘metaphorical me’ patting a dog like mine. Or, mshortly, | report that | imagined
patting my dog. Thus, ‘seeing in the real worldaismetaphorical explanation of
‘seeing in mind-space.’

What about the mental experience of imagining sstid@apeech without, say, any
accompanying visual images or auditory hallucinai You could interpret that
experience as being like a real world experiencghith someone talks to you or,
alternatively, you are talking to someone. Pertliapsest metaphor for
understanding the experiencing of inner speedheisdal world experience of talking
aloud to oneself ? If so, the experiencing of mspeech is like observing an

“® The property of being intentional, of having ateittional object, is the feature
which distinguishes mental/psychical phenomena fpbysical phenomena (objects).
Every mental act is directed at or contains anaibje the so-calleéhtentional

object Every belief, desire, etc. has an object to witicbfers. Physical phenomena
lack intentionality altogether (Wikipedia, AccessEtlJune2007).
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intrapersonal dialogue in mind-space. Call it Egone talking to Ego-1 Two. Now
you can explain to someone that you had imaginedyare talking to yourself and
you said “X.” Or, more shortly, as the shared mpkta shrunk with familiarity, “I
was thinking ‘X.” * Other words for directed meh&xperiences and mental acts---
knowing, believing, planning, speculating etc---ego appear in texts of th& 1
millennium BCE. In the same period, words for iiegé and emotions, based on the
bodily changes associated with these mental stades into use. We can conclude
that the scope of the consciousness experiencéeuag expanded.

Metaphorical understanding of consciousness affidose

We can draw on these ideas to suggest how a grawatgphorical understanding of
mental experiences opened the way for the emergdrmmsciousness and selfhood.
As noted, consciousness is here understood to theamplementing of an ability to
observe, and to know that one is observing, sontleeobperations of one's own
(autonomous) mind. It is a process of listenm@t metaphor) oneself thinking, and
being aware that one is doing so, and that thegtisubeing listened to are one’s
own, ie are self-authored.

If you accept this somewhat-constrained (but unrfredjdiefinition of what
consciousness is, then you cannot be consciousuybel can say, or imagine saying,
“I was thinking ‘X.” “ Hence, consciousness couldt exist before people had the
vocabulary to say “l was thinking ‘X.” “ As Wittgestein said ‘The limits of my
language mean the limits of my wofl8’' What happened at the emergence of
consciousness was not that inner speech was netdiuhe stream of inner speech
generated by the left hemisphere’s offline spegskesn was now being interpreted as
self-authored, as being like talking to oneself] ant as being like the voice of
another person or a god (with or without auditoajiutination) talking to you.

Let us return to the word ‘I in the statement “asvthinking ‘X.” “ In the present
discussion of mental experiences ‘I is short #8g6-1 One.” Ego-l One is a
metaphorical entity which, in contemporary ternsdjke a person in the left brain
who is thinking-saying X and, because this is aanattivity, such thinking-saying is
proprioceptive or experiential. Recall that propgption accompanies all motor
activity and is the feeling that the body knowss itloing something---if that
something comes to consciousness. In the casendirig-saying, it is thoughts
which are sufficiently charged with emotion thatmeto consciousness and which
thereby tend to be remembered in the longer temte bhat the thought that is
remembered is not ‘X’ but “I was thinking ‘X.”” Thearticular proprioceptive feeling
in the case of thinking-saying is the feeling tthegt thoughts X which are being
conveyed to the metaphorical person in the awasesyetem in the right hemisphere
(Ego-1 Two) are assembled and ‘spoken’ by Ego-1.0M& happens to be a
command, we can interpret it as the metaphoricatlEgne saying “Ego-I1 One told
Ego-l Two to do X.”

The concept of ‘self’ is entering this story in eead ways. In real world
conversations words like ‘oneself,” ‘yourself'amiyself’ are grammatically useful
extensions of the word ‘l.” But what about ‘thdf'ses appears in discussions of

48 Wittgenstein (1921/ 19745.6 5.61 tractatus )



mental experience? The understanding favouredifi¢hat the self isstructually, a
family or library (more metaphors) of narrativesstsucted from the sequence of
autobiographical memories which is a record oftbhoeights and images of which the
individual has previously become conscious. Exasnphight be the story of where
and why you lived in particular places at differéntes, or ‘my first day as an
apprentice,’ or ‘what | have learned about womémyery general terms, such
narratives identify and report, syntactically, damties and differences amongst one’s
episodic memories. This is what gives them meaning

Viewing the selffunctionally narrative chains abstracted by a process of ed&oc
from the brain’s library of memories are availatighe speech-thought system as
imputs which, along with inputs from the awareng®gstem, can be used for
constructing behavioural options (schemata) in vibato situations. Depending on
the emotional acceptability (to the limbic arousgdtem) of a narrative which is
being suggested as a behavioural option, it magfbected, more than once perhaps,
between the awareness and speech-thought systedns;naay be modified in the
process. When a narratised behavioural optionasped and physically
implemented it is as if, metaphorically, the bod lacted as thegentof the mind, of
Ego-l.

Thus, the link between consciousness and thesseiat consciousness is the process
which gets thoughts that the (unconscious) minduat@s as emotionally significant
into long-term memory, tagging them as mental eepees; once stored, these
memories are the stuff of which the self's narrdiare made. It follows that it is
misleading to regard the self as a metaphoricagreand that the thoughts one
becomes conscious of are not so much self-autleasredithored, metaphorically, by
Ego-I Onewith the aid of the self

More than this, the self, still understanding iaasever-changing library of memory-
based narratives, is available to become an intdj@bject of consciousness, a
gestalt, which, as it develops over a lifetime,dyees the basis of the individual's
unique identity. It is worth emphasising here tbatt of any individual's self-
awareness (conscious awareness of hir self) isetiissation that it is but one entity
which is accumulating memories. That is, the cohoéfhe self includes a
recognition that something which all its memoriasdnin common is the fact that
they record the experiences of a single uniquelypodganism. It is an idea which is
so blindingly obvious to us, at least till we enotar the ‘pathological’ idea of
multiple selves, that we find it hard to comprehémat it had to be learned.
Somewhat similarly, Snell describes how archaice@ehad words for the limbs but
no word for the living body. By classical timegyhhad learned to recognise that
collectively the joints, limbs and torso formediagie entity*® It is to one’s self-
based narratives that Solon, the great Atheniargiser and founder of Greek
democracy, is referring when, in 600 BCE, he cdtimesinjunction: Know thyself.
Jaynes (1986) suggests that Solon might be theplrson to seem like us, talking
about the mind in the way we do.
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Identity and accountability

In contemporary everyday life, knowing yourselfyimg a sense of self, means, to
make a useful distinction, having a sense of batbcgal and a personal identity.
Your social identityis derived from playing roles in the various sbgm@upings you
feel part of and are identified as belonging tq (egcher, mother). You learn to play
the role of being a member of a social group byding up memories of past
participation in group activities and drawing oegh to visualise and narratise
normative behaviours for yourself which accord wite group’s precepts and
institutions. Institutions are defined by Dougldorth as the humanly devised
constraints, formal and informal, that structurétfwal, economic and social
interaction®® As in a tribal society, generalising and imitgtihe behaviour of others
still remains important to the acquisition of aisb@entity. Your identity within a
social group is confirmed when you are able to $ay an X which means 1 do Y.
As discussed somewhat chillingly by Arthur Koestfea sense of belonging to a
group can be very rewarding emotionally and thet® belong,’ the need to be
approved, is dangerously strong in most people.

Your personal identityon the other hand, is based on an awarenesdeatification,

of how your habits, appetencies, beliefs, expeasratc differ from those of others
and, indeed, how your preferred behaviours mighbeas satisfying to others as
they are to you---and therefore, you predict, theght not behave as you would.
Being able to articulate one’s sense of persoreitity means being able to say: | am
John Smith and | am the sort of person who behiawvssch-and-such ways when...
And you do. You act out what you believe yourselbt like, and, in doing so, test
your understanding of your relationship with therlipeg your powers, skills efé.
Under this perspective, yopersonalityis your consistent behaviours, yalraracter

is the values to which your behaviour conforms.

While one’s personal and social identities evolveaghout life, they nonetheless
provide reasonably stable day-to-day guidance gssting’ behavioural options
which previous experience has found to producetiemally acceptable outcomes
(as well as rejecting emotionally unacceptableans). Habits are formed and, much
of the time, habitual behaviour does not even reacisciousness. Notwithstanding,
there is commonly a tension between the behavicuiggestions offered by,
respectively, one’s social and personal identiti®se’s social identity suggests
behaving in ways which reinforce the group’s comdition and your membership
therein and one’s personal identity suggests bahamiways which, foremostly, will
produce satisfactory emotions in oneself, evehatbst of undermining the

*0D.C. North, Institutions, The Journal of EconorRierspectives 5 (Winter (1))
(1991) 97-112
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functionality of the group. And that tension, ineoform or another, is of course one
of the great recurring themes of literature, thenhnities and the human sciences.
Perhaps the pervasive idea that humans (have aittaizg makechoiceshad its
origins in the overt recognition of this perenrigision and its somewhat
unpredictable consequences.

Over the first millennium BCE, the directions iniain vocabularies were expanding
suggest that people’s personal identities werevevpland developing far more than
their social identities. Homer’s Achilles couldvee have said, “When | was a little
boy back in Greece...” but, written some centuriésr|enis Odysseus could. More
generally, the idea began to spread that, as wejbds and authority figures telling
people what to do, people could, metaphoricallythemselves what to do, ie
authorise their own behaviour; just as leaderda#tbwers what to do in the real
world.

And then, early in the first millennium another newight appears to have been
grafted onto people’s understanding of their meetaleriences, one which helps
explain the rise of that age’s new religions. Thigher idea was that when people
make choices between behavioural options, it th@sgh, metaphorically, they are
agreeing with themselves about what to do---jusirethe real world, hunters might
debate and agree on a hunting strategy.

Once the idea is perceived, rightly or wronglyttbe@ople ‘agree to and authorise’
their own behaviour, it can be re-expressed agitgethat people aresponsibldgor
or accountable to themselvés their own behaviour. The opposed idea of gpein
accountable to an external authority figure for'smehaviour first appears in the
written record in the legal code of Hammurabi (3B#). For example:

"If a man uses violence on another man's wifedeshwith
her, the man shall be killed, but the wife shalbbmmeless."

The suggestion here is that in the ‘axial ageheffirst millennium BCE, the idea of
accountabilitywas internalised. Just as external authoritieshcdd you responsible
for your behaviour and punish you for breaking etycs rules, you can be
accountable to yourself and punish yourself foekieg your own or another’s
proposed rules, eg by doing penance or by feelinltyg It is at this time,
independently in China, India and the Mediterranearid, that there emerged
spiritual leaders and philosophers who, supporiesbme cases by sacred texts and
claims of divine revelation, provided people witlonal codes and psychological
insights to guide their behaviour, both social pedsonal.

Even though the great empires of the Bronze Ageghnazh way to a raft of smaller
states, the power of state apparatuses to continidual behaviour through a legal
system backed by coercion remained. For instandbe middle of the sixth century
BCE, a penal code of law formed the system of jgalitontrol in China® The elites
there believed it more important to keep the pedpl®ugh strict laws, from doing
‘evil’ than to encourage them, through moral pesswa, to do good.
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Despite such attitudes, a massive change was augumnrthe psychological control
of behaviour. Unlike being told what to do on aes#y-case basis by the gods or
their messengers or their signs, individual behaweas now beginning to be
controlled through a process of obeyimgabsentia authority figures who were seen
to have no direct coercive power over one. Thgimsiofmorality lie in interpreting
and obeying the behavioural rules proclaimed hyidgtsal leader or secular (non-
theistic) philosopher while the origins iodividualismlie in obeying ‘rules’ derived
from one’s own experience.

Institutions, including legal systems and tradiipoustoms, and widely shared moral
codes are all powerful technologies for stabilisamgl integrating societies, protecting
them from disruptive individual behaviour and fastg predictable behaviour. But
societies also need to be able to adapt to intam@lexternal changes, must learn to
do things differently, if they are to have any gest of surviving. The advent of
morality and individualism both created possilsktifor novel behaviours to be
suggested and tried at a rate in line with the sasocial change.

How was this so? In the case of received moratspil was because disciples and
priests had to adapt general injunctions abouttrignd ‘wrong’ behaviour from a
sage or prophet to particular situations. For gdanthis might require the meanings
of words to drift, amounting over time to a majemterpretation of the orignal
teachings. Particularly for ‘divinely inspired’aehings, most people, eschewing
individualistic interpretations (few could readhose to accept priestly interpretations
of the authority’s words. Provided that their pteewere flexible enough, this would
suffice for a society to learn new ways of behawigle not exceeding the society’s
capacity to change without breaking down.

However, it was individualism and secular philosppdther than flexible morality at
group level which led to the major changes in dauia cognitive technologies that
characterise the Greek enlightenment. For exanipas the broad acceptance in
Athenian society of the idea that individuals asponsible for their own behaviour
and free to think and worship as they please, thlesdditional idea that all male
citizens have an equal claim to positions of auti¢eg public office), that produced
the group governance technology we knowl@socracy Metaphorically,
democracy can be thought of as an externalisatidinet group of the individual’s
capacity to internally generate and evaluate at#ra behavioural options.
Politically, rule by democratically-agreed law haalv emerged as a technology
which challenged the arbitrary powers of kings.ug,ifor some, democracy was more
a threat to order than a wellspring of respondeesion-making: Plato condemned
the city-state of Athens for giving power over thawn lives to people who had
neither the inclination nor training to accept it.

Reflecting on the First Millennium BCE

Three thousand years ago the world was comingetetia of its Bronze Age. Cities,
states and empires were being destabilised or@sstnoyed by various sorts of
internal and external shocks. Some of these wettespread like drought and
earthquake and others were transmitted from plapéace as people were displaced
by marauding and famine and as trade routes cldsed. Military technologies

were increasingly destructive, armies increasimgbpile. Far-flung and growing
populations had to be managed. Bronze Age sobadybecome a dissipative system



which was reorganising to something simpler améserial and energy supplies
failed.

This was the world in which the post-glacial “tribaind, or what Jaynes calls the
bicameral mind, proved inadequate for making densiwhich could protect
Eurasia’s complex theocratic-militaristic societiesm disruption or breakdown.
Whether or not what-to-do plans were being intdgat@s divinely ordered, the fact
remains that such were relying heavily on an acdated reservoir of custom and
tradition and myth. It was a reservoir which, tiilen, and not withstanding some
earlier collapses, had evolved fast enough tomeigtisupply plausible responses to
the slowly complexifying suite of problems throwp during the essentially-benign
Holocene. However, now that, in many societiedtiplea shocks had to be managed
simultaneously, multi-faceted decisions were needexiAshby’s law of requisite
variety says, the larger the variety of actionailable to a control system, the larger
the variety of perturbations the control systeralike to compensate fot. Custom,
tradition and myth were not providing enough colntro

As it transpired, a powerful new way of thinkingldimerge; metaphorical thinking
grew out of magical thinking. Over time, the frutisthis cultural adaptation, this
cognitive technology, were astounding---consciogsnthe self, personal and social
identity, morality and individualism. For the fitsme people were thinking about
and learning to talk about their mental experienddsre generally, drawing on a
vocabulary of concepts which, with the aid of métajical thinking, continued to
expand steadily, people began asking and postglahswers to an ever-wider range
of questions about society, the individual, religeind the natural world. This was the
environment within which the axial age’s greatgelus and secular thinkers
emerged.

For Eurasians, the world became an intellectuadlyer, better understood and more
predictable place. But, while science, art, litera and philosophy flourished in
various urban centres, did decision-making and-ptaking improve? In what-to-do
situations, were more, and more creative, opti@isgoconsidered and evaluated
more realistically in terms of their consequenc¥g@re societies in the second half of
the first millennium BCE more able to cope withpoevent internal and external
shocks? Or did the fierceness of the disruptivee®, natural and social, swamp the
new cognitive technologies? Given many confoundaagors it is difficult to say,

but the evidence suggests the latter. Certaidy&reeks, despite being in the
vanguard of the consciousness-cognition revolutaoid, despite building a mighty
empire under Alexander the Great (336-323 BCE)e\iieally conquered by the
Romans in 31 BCE.

Notwithstanding the spread of Greek culture invlage of Alexander’s conquests
and the eruption of cognition-consciousness reiaigtin various centres across
Eurasia, the world, in many respects, did not char&fter the chaos of the late
Bronze Age, nation states slowly recovered anarexd, but were soon turning
frequently, as before, to war, empire-building (& Persia, Babylon...) and the
enslavement of conquered peoples as technologié®ésting energy surpluses
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available to their military and priestly ruling skes who continued to dominate their
own societies through coercion, religious obligatamd patronage. For a variety of
reasons, the internal management of urban popotati@s becoming more difficult.
These included population growpler se an increasing diversity of occupations due
to changing technologies, and an increasing dityeo$itribal and religious

affiliations aamongst the residents. Other reagsuriaded the need to replenish
armies and, under the influence of the new indiaiidun, the greater willingness of a
few to question authority. Still, not to put toadia point on it, as a technology for
improving Holocene society’s survival prospectg)smousness-cognition was a
failure, at least in the short term. [[[greek ghtenment was an adaptation which had
limited impact on politics (class conflict) (motgliwon) and international relations at
the time but re-emerged during the Renaissancel]]]]]

Nonetheless, with the conquest of Greece by Rdmeeyorld did enter a period of
increased geopolitical stability. By the end & thist millennium BCE, most of the
world's people were to be found in four major agitieral civilizations stretching
from the Atlantic to the Pacific ocean, north andth of the Mediterranean and
across southern and eastern Asia. To the edsé ®aman empire was the neo-
Persian or Parthian empire (covering Iraq, Afgh@nisiran). To the west of the
Chinese Han empire was the Kushan empire coveartg pf northern India,
Afghanistan and central Asia.

COEVOLUTION OF FOOD PRODUCTION, SOCIETY, AND ECOSPHERE 12000 BP-2000
BP

Standing back from just the first millennium BCHat did the entire post-glacial
period up to the beginning of the Common Era dernatesabout the ability of
humans to survive and thrive? Accepting that tiere way of making reliable
estimates, we can suggest that human populatian@ver this period from, perhaps,
5-10 m to, perhaps, 150-200 m. As for thriving,rage life expectancy before the
health transition of the modern era is thoughtaweehvaried between about 20 years
and 35 years. But, as noted earlier, it seemdifaaxpectancy might have fallen
after the Neolithic revolution (a) because of higinéection rates associated with
larger, denser settlements and (b) poorer nutrititonresult of a low-variety diet
deficient in certain amino acids. For comparidda,expectancy at birth in the
United States in 1900 was still only 47 years. ©axe further imagine that life, at
least for the lower classes, would have been urttiagly physically demanding and
psychologically unhealthy. By our standards, cmerand superstition dominated
people’s lives---perhaps they acculturated and wetdoo miserable.

One illuminating way to view the human story ov@stten thousand year period,
putting it into the context of a much larger stasyto see it in terms of energy flows
through various dissipative systems. The stagimigt for taking this perspective is
to see the globe as a single, but multi-layeregr@nchical), dissipative system which
began processing, dissipating and storing incregsadtities of energy from the sun
as the last glacial period was coming to an enaesé increased energy flows went,
first of all, into speeding up the rate at whichtemels (primarily water and gases, but
also minerals) were being cycled through the atmesyn hydrosphere and
lithosphere. More than this, flows through thegaes spontaneously reorganised
themselves into somewhat different kinetic struesuipersistent flow paths). In other
words, circulation patterns changed.



The world’s ecosystems are dissipative systemsatiea¢mbedded in, that redirect
materials and energy from these global cycles,edlsas taking in direct solar energy.
They are organised into persistimgphic structuregfood webs) where energy and
nutrients captured by primary producers (plants)cansumed, degraded and
recycled by herbivores and then by carnivores arally by soil organisms. The
functional reason why such structures persistaseach trophic level contributes, by
way of stabilising energy or nutrient sources, kimg the environment more
equable or less demanding for organisms at otbphic levels. The population of
any species in an established ecosystem is likdbgtmore stable in face of
perturbations in global cycles than it would besodg that system. In their turn, in
response to post-glacial changes in global cyttesworld’s ecosystems self-
reorganised, migrating, expanding and contracting.

As hunter-gatherers, humans were adapted to ayafiecosystems during the last
ice age. They occupiegdcheswhere they survived by harvesting and eating local
components of the food-web flows (plants and arsinaht this stage in their history,
humans, in many ways, were just another large poegenammal, one who
successfully displaced other large predators fioair hiches. Subsequently they
survived the further suite of climatic and ecosphehanges associated with post-
glacial changes in the global energy budget. it they adapted to this new
environment by simply changing their harvestingaheéburs. For example, seed-
gathering became a way of life as grasses prolédracross the Fertile Crescent and
the Asian steppes. And then, momentously, perhiggegeted by the temporary return
of harsher times, they began to actively adapetheronment itself to more reliably
provide for their energy needs. They learned &othsir own human energy to trigger
and guide increasing energy-material flows throsgllected edible plant and animal
species (crop plants and grazing animals), andttiremngh animal species which
could provide draft power and transport. The digance of grazing animals is that
they can assimilate, and convert to usable engagys of plants which humans can't
eat directly. Because they store sunlight whiclul@therwise be dissipated as heat,
plants retard the dissipation of energy while pleaing animals accelerate Agro-
ecosystemis a useful term for ecosystems whose materialggrftows have been
substantially modified in order to increase humaoef production. New adjunct
technologies, ie other than cropping and hergieigse(eg better ploughs, milking
sheep and cattle), can be viewed as ways of fumicezasing the yield and reliability
of supply of useable plant and animal energy pérafrhuman energy expended.

These adaptations or, equally, technologies fordsiing domesticated species
increased usable energy supplies to the point wigpalations within Neolithic
villages expanded. For a long time, land was Hohiing factor in the food
production system and when a village passed optigiaein terms of organisation,
walking distance to cropping areas etc, a newgallaas established nearby and
populated from the old village. Such fissioning,c@mmonplace in biological and
physical dissipative systems when a system’s sizis energy supplies increase, can
also be seen as the tribe’s way of reducing thédatorsize, to terms with which they
could deal (Adams p.281).

Several factors combined to bring Eurasia’s NemwliBevolution to an end and
trigger an Urban Revolution based on the socidiretogies of urban consolidation
and task specialisation and on the material teclyned associated with extensive



irrigated agriculture. A drying climate was cenfgione factor. Another was that,
under ongoing population growth and fissioninggdléor dryland cropping did start to
become limiting, both in quality and quantity. Aher was that, while small by
modern standards, the surplus energy made avabgldemesticating plants and
animals was sufficient to encourage marauding emalersely, to encourage the
aggregation of villages for defence reasons.

So, once populations began to grow and aggregateediertile flood plains of great
rivers, the pre-conditions were in place to essdibéixtensive irrigation schemes in
which crop production per field worker was muchh@gand more reliable than in
village agriculture. Laying down the infrastrucuor such schemes required the
organisation of massive amounts of labour, ashlidnhgoing maintenance of
channels, headworks etc. It was for the sustenainttee builders, managers and
defenders of these undertakings that the new sseplwere destined.

Not that urban civilisations developed from villaagriculture overnight. Just as the
mammalian eye did not evolve as the result of glsimutation, urban culture did not
flow from a single visionary purposive action. N#oc culture was reshaped into
urban culture by extended sequences of innovatitreittes such that each step in
each sequence became a pre-adaptation which (otiamtally) established (some of)
the conditions under which the next step could ge®r If it were not to be resisted
as a perceived threat to the established ordeh, sap would necessarily have been
small in terms of the amount of energy redirecttonvolved. We will take it on trust
here that such sequences might be plausibly rercmbed.

The termcoevolutioncan be usefully introduced here to capture thethat
adaptations in one type of technology will somesreerve as pre-adaptations for
another type of technology, the obvious exampladg#iat the adaptations in the
material technologies of food production, techn@egvhich produced surpluses,
were a necessary pre-condition for the emergensemél stratification, a social
technology. In another clear example of coevolytaevelopments in agricultural and
social technologies transformed natural ecosystetosagro-ecosystems; and when
reigning technologies degraded the resource bagsiga, salinisation), niches
appeared for ameliorative technologies. But whettis led todirectedcoevolution

in the form of an active search for ameliorantsd@enot have the evidence to judge.
More broadly, dfusionof technologies from one society to another (egtrade,

war) suggests as a plausible form of coevolutidween Holocene societies.

Cultural evolution is here being likened to biolkajievolution wherein a sequence of
‘short-sighted’ adaptations, each selected for tinemnediate survival benefits, can
lead to new species or, conversely, to the changeldf a species into an evolutionary
cul-de-sac. In much cultural evolution, includiihg transition to urban culture, it is
exploratory and playful behaviour by individualsiahhthrows upvariationson

existing customary behaviour patterns, variationgty, for our purposes, are
technological innovations. An occasional suchatson will be recognised as

> purpose End state that one plans to assist tduater(a) because it seems causally
feasible and (b) which, for sufficient reasons, wighes to see eventuate.



perhaps improving an existing technology aetectedor further trial. If this
perception of improvement persists under a rang®ditions, the selected variant
may be ‘permanently’ incorporated into the techggloecipe and become widely
used.

The degree to which such adaptations were conseaindipurposive cannot be
known, although that interpretation does seem doutar much of the Holocene
prior to the Common Era, ie, it is doubtful thabpke at that time could have said
‘We are trying to improve this technology.” Thaitsof thinking would have been
more characteristic of the first millennium BCH.isl probably more realistic to think
of cultural evolution prior to, say, the axial dggginning about 800 BCE as a matter
of people imitating their own and others’ accidéstacesses; verbal instruction
would have played a part too.

Sociologist AnthonyGiddens’ theory sfructuration while focused on change in
modern societies, is equally suggestive of howat@tructures and human agency
might have interacted in the Holocene to produdeial evolution: Repetition of
their role-defined tasks by individuals reproduttessocial structure---traditions,
institutions, moral codes, and established waydoaig things---but these can be
changed when people start to ignore them, repleaa,tor reproduce them
differently®® (ref). This model recognises two-way causatioith Wwumans having
structuring power and structures having enablirdy@mnstraining power. (Lloyd,
1993:42-43)

Holocene Survival Strategies

One can think, metaphorically, of Holocene socetyhaving been a single entity
(call her Humanity) who was intentionally tryingdevelop ‘what-to-do’ survival
strategies in the face of, first, large exogendwnges in her bio-physical
environment and, second, (endogenous) survivaathiaused, in part, by her own
prior survival strategies. Coming into the HoloeeHumanity retained the hunter-
gatherer strategy (social technology) of dividintpiwidespread geographically-
separated groups each capable of multiplying irpteeence of a food surplus. This
is a strategy which ‘recognises’ that environmentadditions vary from place to
place and ensures that locally-harsh conditionkonily threaten a portion of the
species. Comparably, the strategy of developirmvery different food production
systems---cropping and herding---might also be sesemform of risk management
insofar as global changes might impact differentiyjthe two systems. Against that
idea, different production systems, as well-argog@®iamond, simply reflect
adaptation to different local resource complemahts.

Early in the Neolithic the social technology of rmading---plundering the grain
stores of neighbouring villages---was invented wahde it may have provided a spike
of cheap energy supplies to the raiders, maraudimg/most any reading, would
have to be judged one of the great maladaptatibalt tme. First, it reduced total
food supplies insofar as the marauders were temfpousaproductive. Second, it
threatened, particularly during drought, the sual/of the portion of the population
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being deprived of food reserves (although this daes the suggestion that
marauding functioned as a (very inefficient) metldgopulation control in
situations where carrying capacity limits were lgespproached). Third, it forced
those being plundered to invest their energieefertting their reserves, by forming
both armed forces and inefficiently-large but mdeéendable villages-towns. Fourth,
it killed off the able-bodied and, with the soorbe-invented technology of taking
the defeated into slavery, further depleted theigak prospects of the ‘losers’ in such
encounters; in a perverse way taking prisonersaiigtimproved communication
between village societies and hence opportunitiexthange technologies. Fifth, it
led to a tit-for-tat mentality which would only lobecked with the establishment of
empires having the “head-banging” coercive poweistdp marauding within their
borders. [[ We might also note that there is rasom to believe that cycles of
plundering and being plundered imposed selectieegures which, genetically or
culturally---even if they had persisted long enougimproved Humanity’s longer-
term survival prospects]]

Overall, marauding, exacerbated by a drying clinadtier 5500 BP, led Neolithic
society into a social trap where the species’ sathprospects could not be further
enhanced and where, despite its high external ,dbsi®e was no escape. That is, not
until Holocene society self-reorganised aroundwa set of material, social and
communicative technologies, notably extensive ategl cropping and cities with
populations stratified by socio-economic role. ddyerting the energy of river flows
into reliably delivering water and alluvium to gnairops, the new urban civilisations
increased net energy yield per field worker markedne can only speculate as to
what would have happened if Eurasia had had nd guea valleys capable of
supporting cities and large-scale irrigated agtizel We are provided here with a
good example of the contingent nature of cultuvalaion.

Conversely, the relative decline of village agriau illustrates how a successful
survival strategy can exhaust the resources it slfeam the dissipative system in
which it is embedded (eg vacant habitable land});aso how a successful strategy
can be threatened by parasitic behaviour from witas well as by climatic etc
shocks from without). Indeed, in the distinctiorivibeen raiders and raided one can
see the beginnings of the human equivalent of Winddgists callpseudospecies
sub-populations of a species which, at times, belagseparate species (eg work
together, breed together) including, perhaps, belgam ways inimical to the interests
of other pseudospecies. For example, Steven LeBRO03) argues that humans
have long been the main predators on the humaiesp&cAlternatively, a
pseudospecies is a group with a shared culfuteis an idea to which we will return,
along with the further idea that pseudospeciesjadisas parasitising each other, can
associate symbiotically, ie in mutually benefichays. Catton’s (p100) [sp?] less
emotive term for parasitism @ntibiosisisand Richard Adams’ less biological term
for pseudospecies @perating units?

58 LeBlanc(2003)
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% Catton P101 among higher forms of life there apedasingly elaborate symbiotic
relations within species ..by behaving differerathd making somewhat different
demands on the environment ..with man is as if ieedavided into many species ..a



In moving from a survival strategy based on villaggiculture and herding to one
predominantly based on extensive irrigated croppimg) urbanism (plus urbanism’s
associated social technologies), Humanity was legrio convert accessible energy
to more useful forms at a higher rate per fieldkeoper annum. The size of the
overall surplus was further increased by using lyded slaves and ‘serfs’ as field
workers. However, apart from the use of river gge¢o transport water and
materials, most of the energy being captured fondoupurposes still came from
plants and animals. From a contemporary perspedtiese were still low-energy
societies.

Most of the modest surplus was used to energisantiteasingly complex and
diverse set of overhead activities---religious,itaul, engineering, trading---needed
to maintain, protect and sometimes-expand an isgrgly complex production
system. Recall Ashby’s idea that an effective aardystem needs to be as complex
as that which is being controlled. Central togtrategy was the emergence of
political statesas the dominant form of social organisation; esteke had auling
classwith the capacity (technologies) to organiseaking classnto reliably
providing the large amounts of labour, both marsunal craft, needed to keep things
going (reproduce the society) from season to seasdtyear to year. Having control
over food distribution, coercive powers and religi@uthority all played a part here.
Whether it was seen as such we cannot know, bubppating food surpluses also
functions as a population control mechanism (WIHi#205). Effectively, a ruling
pseudospecies had developed technologies whickedld to ‘domesticate’ a
labouring pseudospecies. It was an associationhwhas mutually beneficial to the
extent that each pseudospecies needed the othervive but which also relied on
‘exploiting’ the working class to extract co-ordiad flows of human energy large
enough to undertake collective works such as cocistig religious monuments,
protecting supplies of raw materials (eg wood, stoninerals) and conquering
neighbouring states/ settlements to create empires.

While the practice of marauding at inter-villagedewas increasingly suppressed
within individual empires and large states, it reegged, as the Bronze age
blossomed, in the form of frequent organised wartstween states and/or empires.
In the mid-Holocene world, empires were as muchugsspecies as were classes
within an empire, the difference being, perhapat the mainly conflictual relations
between empires produced minimal mutual benefitsdd was a limited exception
possibly. [[[[[White (p227) reflects that becaudf@¢endency to romanticise the past,
there is little awareness of the frequency ofrimaeand external conflict in the great
agrarian empires. ]]

Notwithstanding ambition, Bronze age empires westricted in size by not having
technologies which allowed rapid communicationsc@hmands, information etc)

and transport (of people, materials etc) over ldisgances. Cottrell (p34) points out
that none of the fertile crescent civilisations Idogxpand beyond limits imposed by

distinct confign of competitive (antibiotic) andrsigiotic relations
Adams, RN (1975) Energy and Structure: A Theor$ocial Power, University of
Texas Press, Austin and London, p 54.



therelatively high energy cost of transporting surplus enerdyetaised at distant
frontiers. The Egypt of the Pharaohs is a goodrgta. Over time, these limits
relaxed somewhat with the rise of a technologydeth included horses large
enough to ride, wheeled wagons, chariots and, myxirtantly, communication by
writing. Hence, as the Common Era approached, pexgtle in Eurasia lived in one
of four great empires.

The millennium before the Common Era also saw aession of maritime trading
cultures or sea powers, based on networks of daasés; most notably Phoenicia,
Greece and Rome. Using sailed and oared vesgelficantly reduced the energy
costs of transporting goods and soldiers betweastabcities around and near the
Mediterranean Sea. Putting this another way, sesigrhich mastered maritime
technologies were in an enhanced position to hdestas, acquire colonies and slaves
and monopolise the expanding gains from trade.ekample, it can be argued that
the boundaries of the Roman empire were set gidim where the extra costs of
enforcing Roman rule at a distance balanced tha gstins from tribute and trade;
and that it was maritime technologies that paréidylallowed those boundaries to be
extended. While oared war galleys remained intillsbe 18" century CE, it was the
efficient use of sailing technologies, with theuildy to capture “free” wind energy,
which came to increasingly determine the wealthstrehgth of nations on the
geopolitical satage.

Ready to Survive the Common Era?

Any notion that urbanised medium-energy societfdb® post-Neolithic Holocene
were in some way ‘better’ than low-energy villageisties of the earlier Holocene
must be rejected. Each developed and employ@avitstechnology-mix in its own
environmental context. The fact that medium-eneayieties processed energy at a
higher rate per capita through a more complex striacture does not imply that
they had a greater intrinsic capacity to surviwdf{geeproduce), or that they offered
the individual a higher quality of life. In prirgde, the advantage of having more
decisions made by a ruling class is that this effee possibility of adjusting a
society’s behaviour more rapidly than waiting fiadition and custom to respond to
changed circumstances. In the event, both lownaedium energy societies co-
evolved with their total environments to the pairtere they were no longer
recognisable as the societies described aboveinglasgid that, to the modern eye,
and given the choice, one might prefer to be a neeraba low-energy village society
offering something like liberty, equality and fretéy rather than being a member of
a medium-energy society characterised by state powver the individual, a strongly
stratified society and loss of the mutual aid pded in low-energy societies by strong
kinship systems.

By the beginning of the Common Era, many of theatdrelements of the survival
strategy which Humanity would use for the next 298@ars were well in place. To
recapitulate, these included:

* Growing the size of the human population and (egaging parts of that
population into unoccupied or lightly populatedhs as these become
available and (b) concentrating parts of that pafoh into cities



» Using food-energy surpluses to support the polibcganisation of
populations into geographically bounded and occapally-structured (social
pyramids[[??]]) states and empires.

» Using congquest and war between states/empiregptmnexthe scale of and
reap the benefits of activity-co-ordination at aduer scale, eg ameliorating
localised disasters, suppressing inter-state aafljj[Wesson And,
conversely, to shake up ossified societies anavahem to be
reorganised.....war creates new suites of NICHESh(ys=ah) .]]]]

» Using trade within and between states and emporasduire resources for
improving the efficiency with which production sgats and production-
support systems operate. Trade can lubricate atgdzy making a limiting
resource more available.

» Developing and adopting technologies (materialisgdocognitive and
communicative) which reduce the human effort needexhrry out the tasks
through which society reproduces and protectsfitsah environmental and
other variability.

The fact that humans have not died out meanshissurrvival strategy (including its
various elaborations) has not failed, either betrafter the common era began.
Perhaps this has just been luck in that if (edighty longer drought or more virulent
pandemic had occurred the species would have disapg. Think how close to
extinction the Mt Toba eruption brought humanitykg@. Alternatively, if they had
occurred, Humanity may have survived disturbancesinmore threatening than
those to which she was actually exposed. We cdaramt.

Taking another tack, what if we imagine metaphatitamanity to have been seeking
to develop ajuality survivalstrategy rather than one directed exclusively tdga
survival? Here, | mean a quality survival stratémpe one seeking to offer high
guality of life to most members of the species. flareasures suggest themselves.
One is how much exhausting and unrewarding physiogk people have to do to
survive. Another is how frequently and severeljalaand regional populations crash
under the strategy. On both these measures Hwisagitality survival strategy
seems to have performed badly, both before anagltine Common Era. While warr,
famine and pestilence have not halted the upwambdh human numbers since the
last glacial, countless regional and local popatetihave been depleted and
disorganised by these and other associated scosugksas mass migrations and
other flow-on effects of natural disasters. Inimn such disturbances, most people
in most societies since the urban revolution, Haaektheir lives shortened by
debilitating work. [[more stability in local andg®nal populations ]]]]

While a survival strategy with the same broad fpopulation, pyramidal societies,
conguest, trade, technology) persisted througlCtimamon Era, the particular
technologies (including material, social, commutie@and cognitive technologies)
through which these focal concerns were recogréhadged enormously. As
consequential examples, the Common Era saw thegemee, although not
necessarily the full flowering, of:

» Markets for all factors of production, includingth labour and capital



» Extraction and use of non-renewable energy

» Technologies for systematically and deliberateating new technologies, eg
scientific research and development

* Human rights

» Global governance

* Population control technologies
* A global economy

In the next chapter we will consider a little oét@ommon Era’s history, looking for
trends, patterns and generalisations that provadéegt for understanding, and
perhaps better managing the contemporary worlde,Hee pause to bring together
our accumulating understanding of the mechanisrdsnlying cultural evolution

UNDERSTANDING CHANGE IN HUMAN ECOSYSTEMS

There are many perspectives from which one can siivbegin to understand how
human ecosystems change with time. In my Hoe&p Futureg find value in
viewpoints from all of history, geography, sociojegnthropology, social
psychology, systems theory, ecology and evolutipbarlogy **

The biological disciplines are rather more concéméh changes amongst species in
general---their interactions and their phylogenretitogenetic paths---than with the
human species in particular. Nonetheless, deipitee debate over the specifics of
biological change (all space-time scales), and despite its many gapbjdlagist’s
story of how the human lineage became hunter-gathés plausible (no miracles)
and wonder-full (Fancy that!). By the end of thstlice age, the species’ capacity to
adapt had equipped it with a phenotype (set ofrvbabée characteristics) and a suite
of cognitive, social, material and communicativeht@logies which, with or without
any further evolution, was going to allow the spsd survive and multiply under
the markedly different conditions of the Holocerie.many ways, humans turned out
to be pre-adapted to their new environment.

While the creation of biological adaptations byunat selection, symbiosis, self-
organisation etc has never stopped, the additmoratibution of such to the
persistence of the human ecosystem declined relgtand (probably) absolutely

after the emergence of modern humans (c. 200 Kijagreafter it was cultural
evolution---treated here as much the same as téajinal evolution when the latter

is broadly defined---whiclprima facie produced the adaptive behaviours that appear
to have allowed humans to continue surviving. Tltosme the Holocene, it was
cultural-technological evolution which was largedgponsible for the Neolithic,

urban and consciousness-cognition revolutions.
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And, as argued earlier, cultural evolution is stigranalogous to the basic Darwinian
process of natural selection through variation seldctive retention---but with two
exceptions. One exception is that variations engbol of available technologies are
not only generated by random exploratory behavatipurposively in response to a
perceived opportunity or challenge. More of thelblv. The other difference is that
the process of selecting which new technologiekbeiladopted widely is more
accurately thought of as a diffusion process basedhitation and learning, rather
than as one based on relative reproductive sucdexsether, these differences
convince some to describe cultural evolution asemi@marckian than Darwinidh.
Perhaps so, but what is more important is to reiseghat both speciation and
changes in human ecosystems exemplify the samegs @ universal evolution. It
is the ‘details’ that are different.

With the arrival of the Holocene, the perspectioEthe human-centred disciplines
become increasingly relevant to the modelling @nge in human ecosystems. This
is particularly so as equilibrium-centred theorgsabout human societies has given
way to change-centred theorising; that is, theseldeen a shift from seeing societies
as basically unchanging to seeing them as alwasgsgthg, sometimes rapidly,
sometimes (very) slowly. Basic to the theorisifighe human-centred disciplines is
the idea ofagencyi.e. of individuals and groups (pseudospeciesses, states,
interest groups etc) responding to changes in direiumstances by making
behavioural choiceaccording to various more-or-less-rational crégemcluding

their beliefs and preferences. British philosopRerG. Collingwood was especially
appreciative of the role played by thinking in detaing historical phenomena: “All
history,” he once affirmed, “is the history of thght.”®® Given this starting point,
social change can be studied in terms of the casgadutually-causal interactions
that are triggered by the behavioural choices ofigs and individuals. But of course
it was not until the Holocene that societies praglthe social groupings and
autonomous individuals which make such a concejgaitadn possible. The view that
people, individually and collectively, can act &sege-agents in society is recognised
explicitly in schemata such as Anthony Giddestsucturationand Christopher
Lloyd’s structurism. What is being further suggested here is that\aebeal choices
can often be interpreted as decisions to apply ssting or, occasionally, newly-
created technology to what-to-do situations.

The idea that the evolution of human ecosystents-ealtural evolution---can be
understood as a pageant of changing interdepetetdmiologies is not at all new.
The very naming of Holocene time-blocks after mateéechnologies (Bronze Age,
Iron Age...) tells us that. Gordon Childe and Lesleélite are two well-regarded
pioneering students of Holocene societies who tgebnological change a central
role in their histories, although both are workimigh a narrower, primarily material,
understanding of the nature of technology than.farBociologist Gerhard Lenski is
another who sees sociocultural evolution as a goétechnological advance with
downstream consequend@sLewis Mumord, a great historian, gets closeh®® t
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perspective being taken here when he suggestkathatgroups acting coherently, eg
to build pyramids, have all the characteristictaofe machines, what he callewga-
machine&. My perspective is that the ‘recipe’ for, say, dirig pyramids is @ocial
technology Another example: Graeme Snooks is the econorsiiorian who sees
war, population growth, trade and (material) tedbgp as the main tactics
encompassed in humanity’s long-term survival stpateNithout judging Snooks’
insightper se | group war, population growth and trade as ddezhnologies. Even
Marshall McLuhan’s famous aphorism, “the mediurthes message,” is saying that
technology, directly or indirectly, drives changesce it is realised that for McLuhan
mediummeans any extension of our bodies, minds or beingghat thenessag®f
any medium is the changes in scale, pace or pdttatrit causes in a culture (pp 43-
44 Gutenberg).

Perhaps it needs to be pointed out before procgdldat what is being advocated here
is nottechnolgical determinispat least not in the simple reductionist (‘nothing
but...’) sense of that phrase, ie the view that tetdyy (alone?) determines history,
or that spontaneous developments in technologtharéonly?) triggers of social and
cultural change. Or, more narrowly, that developts@ma particular functional group
of technologies (eg energy technologies) sufficexplain history. Such a view is
unsatisfactory because it fails to capture the afesco-cultural evolutionie that
(material) technologies and institutions (whichr aalling social technologies) co-
evolve both with each other and with the ecosystesource bas¥. Every widely-
adopted innovation creates niches (externalitigsgivmay or may not evoke further
innovations. For example, urbanisation createdthenfor disease-control technology
which was not filled till the arrival of public hith reforms in Victorian times.

Simple determinism does not capture the elemenicbie-identification and
purposive experimentation which underlies muchnetigical innovation.

Patterns of Eco-cultural Evolution

Unfortunately, modelling and understanding ecotgaltevolution in terms of
coevolving technologies confers little capacityptedict future eco-cultural evolution.
This less-than-encouraging conclusion is consistétthe view that social systems
are true dissipative systems which self-re-orgasygataneously (although not
necessarily rapidly) when energy flows throughdixstem change sufficiently. A
decision to adopt a technological change is a tdfion (meaning, in physical terms,
a small, critical energy fluctuation), under th#tuence of which the social system
moves into a new behavioural domain (basin of eitya). In this new domain the
society still reproduces itself (cycles) in muck same way but, reflecting the use of
new recipes, with some modifications to the wayergyis allocated to different
functions. Accepting societies to be true dissygasystems does not preclude seeing
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them as systems of coevolving technologies. In@pyate context each perspective
is valid and useftfi®

While making specific predictions about future ofpam specific human ecosystems
will always be fraught with uncertainties, there,aronetheless, all sorts of patterns in
the history of eco-cultural evolution and, if a sifie situation matches any of these, a
plausible scenario or two for that situation mitftrereby suggest itself. The modest
value of this is that if any such unsurprising steémimplies a significant threat or
opportunity, then it would seem sensible to adhasigh it were highly likely to

occur.

Here we have space to mention but a few (overla)meneralisations and patterns
which illuminate how technologies, singly and tdggt rose, persisted and fell as
threads in the tapestry of eco-cultural (co)evohluprior to the Common Era (and,
when we get there, in the Common Era t00).

All Technologies are Energy Technologies

While many threads can be extracted from the agestry of cultural change in post-
glacial societies, two stand out. One is the iaseeover time in energy use per capita
per annum, and the other is the increasing contglexid size of social structures
(more people in more groups, more interactions eetwgroups). And, as suggested,
the streams of technologies underlying these tewadis can be seen to have co-
evolved. Cottrell (1955) suggests that the amoantstypes of energy a society
employs not only condition its way of life matehalbut set somewhat predictable
limits on how that society can and will be orgadise

More specifically, technologies which increase aety’s rate of energy conversion
(ie, from one form of energy into entropy and otheseful) forms of energy),
necessarily require additional social structures ratations to acquire and guide the
flow of that additional energy through the socistiéchnological processes,
determining just where and when it is convertedahdt further energy conversions
it might trigger. Complexification then is a nalcorrelate of increased energy use.
Population growth is commonly a part of complexfion too and particularly tends
to occur when there is a sustained increase ifotieeenergy available to a society.
Increased pollution and resource degradation dwer ¢éndencies associated with
increased energy use, particularly when a systadd#ional energy supplies come
packaged with materials, eg food, wood. In thise¢gollution is simply the material
residues remaining after the potential energy le@s Istripped out. In other cases,
resource “degradation” is simply a rebadging offtw of resources being diverted
from a shrinking system (eg forest) to an expangiygjem (eg farming).

All technologies are energy technologies in thesseghat they convert energy in one
form to energy in another putatively more usefoini. Jewellery making, to take an

%8 Abel, T.1998. Complex adaptive systems, evolutionism,eadogy within
anthropology: Interdisciplinary research for undemsging cultural and ecological
dynamics.Georgia Journal of Ecological Anthropolo@y 6—29. Retain this ref ??




unlikely example, uses human kinetic energy tosteihute energy stored in the
bonds of gemstones from one set of configuratiorenbther. Spear-making
produces a tool which allows human kinetic (movetnenergy to be concentrated
onto a small surface area. But technologies whiich these examples, use small
amounts of energger seare not for that reason unimportant. Many suchragger
technologiesvhich are not directly useful but which inject fstient activation
energy into another more useful energy conversiongss to allow it to proceed
spontaneously. Verbal commands and signals wtsetsmall amounts of energy to
convey, potentially, large quantities of information which people then act, are good
examples. Indeed, all conscious activity is triggeby the cognitive technology of
decision-making. In some situations, a sequent¢eggfers may be required before
the target technology is activated as when spagkstauck to initiate the energy-
extracting technology of burning wood in a hearth.

In general, a trigger is an energy-dissipatingypbgtion that releases or inhibits the
further dissipation of its own energy or that di@tenergy forms. Richard Adams (p
49) nominates triggers as the key mechanisms ekaterone dissipative event to
another. A trigger always has an energy cost arehargy yield and, to achieve
efficiency in energy use, it is important that tago of yield to cost be as large as
possible. For example, if human labour is thegegigwhich converts solar energy to
grain, there must be a surplus of grain-energywiudper human-energy input if this
technology is to persist.

And, as discussed above, it is when that surpllesge that job specialisation and
urbanisation become possible; the use of humamggerorganise and increase
control over human energy is a defining charadierdd civilisation. Even when it is
not efficient in energy cost-yield terms, stratifigocieties may choose to co-ordinate
and concentrate human energy to undertake taskdhwinuld otherwise be
impossible, eg manning galleys, building pyramidée use of draft animals for
ploughing is another example where the capacitdotaork at a high rate during a
critical few weeks of the year may be more impdrthan being energy-efficient.

A society can only use more energy if it first exts more energy from primary
sources in the environment. Thus undomesticautpbnd animals were almost the
only primary energy source for hunter-gathererfiucai evolution for them was
largely expressed in the form of better tools.séine stage, fire, a technology for
releasing the energy stored in wood, appearedw&seafundamental technology
which opened the door to an intensification andggahic expansion of human
society. In Neolithic and post-Neolithic timesdamesticated plants and animals
were largely replaced by domesticated specieseagrtmary energy source, along
with a range of production technologies which iased the efficiency with which
energy could be extracted from these sources, ielvdaved human energy.
Harvesting with sickles and ploughing are exampfesnergy-saving technologies.
Sailing vessels were almost the only radically mewrgy-extraction technology to
appear, and that in a minor way, in the Bronzelemt Ages. Their time would
come.

And, to complete a first simple functional classation of energy technologies,
energy-storage technologibgecame possible once the technology-mix was able t



reliably produce an energy surplus; granaries amdestic animals themselves are
good examples.

So, it is being suggested, any individual technglioga society’s changing mix of
technologies can be interpreted as contributirthab society’s energy security
(stability of energy flows) in one, or more, waysfallows:

* Energy extraction, eg fire-making, food gatheriagimal domestication, sails,
marauding, enslaving

* Energy release (triggering), eg verbal commandsads

* Energy saving, eg hand tools, water wheels

* Energy conversion, eg cropping, food-sharing

* Energy concentration, eg labour gangs, galley$t dremals, hand tools and
other prostheses

* Energy storage, eg granaries, domestic animals

Now we have a vocabulary for understanding, witidkight, the energetics of
cultural change, ie a society’s changing pattefrenergy flows and its behaviour as
a dissipative system. Any historically changing mixechnologies can be described
in terms of changes in energy extraction, concéotrastorage etc. And,
gualitatively at least, such changes can be ewvaduatterms of their capacity to
deliver stable or smoothly changing energy flowsr example, food-storage and
food-sharing technologies allow a society to swevmatural fluctuations in food
production.

[[? Hierarchy of technologies in wh big energy floare dissipated via smaller energy
flows and so on ???]] ]] ][[does this idea haveslag it in any way a tree or just a
confusing bush ..suspect not ..triggers would eanfusing element ouldn’t
they?/N]]]]] perhaps the clue is to use storaged,flows ..egy stored in food is
transferred to energy stored in humans who thee stioergy in stone axes

Many Technologies are Combinatorial

Not all new technologies involve an upgrading ahponents in existing systems.
Many arecombinatorial That is, components of established technologjiedinked
together to form a new composite technology. Begmoduction is a good example
of a ‘long chain’ technology, requiring as it ddhe linking of mining technologies,
transport technologies and smelting technologhesd while bronze production is a
material technology, it would not be possible withadequate social technologies for
co-ordinating the links in the production chain.e Wiight also note, in terms of
coevolution, that improving one link in such a pwotlon chain can highlight a need
to improve other links. More generally, as thecktof available technologies
increases, the number of possibilities for comlgreristing technologies into new
technologies increases even faster. In princige {there are many barriers) it should
not be surprising to see (fittutpmpound growtim the pool of available

technologies; what we might call the stockcaftural capital Indeed, some writers,



Hornell Hart being one, suggest that cultural @@tcumulates at a compound
growth rate which itself increases over tiffie.

Initial Conditions Preclude-Shape Technology Oppaittes

Another principle for understanding (but not preitig) technological change is that
opportunities for introducing new technologies ifiooccupied niches” are highly
dependent on the configuration of the pre-exiséingronment, both natural and as
socially constructed. The phrgsath dependenagaptures the idea that a society’s
past choices of technologies constrain the chauadable to it (“structure the
alternatives”) in the present and the future. étisal geographer Robert Dodgshon
(1998) lists the types of constraints, what hesdaditorical bindings which any new
or replacement technology will have to satisfy. ksincludes natural laws, physical
limits and logical, technological, economic, ethjgeychological, cultural and
political constraints?

The importance of sudhitial conditionsis well-evidenced by Jared Diamond’s
explanation of how cultures evolved differentlydifferent regions according to the
possibilities in each for domesticating local ptaahd animals. Thus, early Eurasians
had access to plants and animals that were intetgisusceptible to domestication,
but this was less so in the Americas and evensiesgain in Australia. While
Australian Aboriginals had little in the way of desticable species available to them,
Andean farmers could build a food production syséeaund five local species:

llama, alpaca, guinea pig, potatoes, and a graip, quinoa’*

While the specifics of new technologies are unmtadble, can anything be said about
what sorts of initial conditions are particularldly to evoke new technologies?
Certainly there is little to suggest, prior to themmon Era at least, that the idea of
pro-actively seeking to improve existing technoésgivas part of people’s thinking.
The first exceptions to such thinking may have camereas which had already
accumulated a long visible history of technologidange; the family of warfare
technologies which had been evolving since Nedlitimes, is a good example.

More reactively, "Necessity is the mother of invent' as the saying goes. Initial
conditions which include threats to the ongoing sthaperation of an established
society seem particularly likely to trigger innowatresponses in material, social,
communicative or cognitive technologies. The inwgraent in cognitive
technologies in the chaotic times at the end oBitumze Age is one dramatic
example. So indeed are the Neolithic and Urbanolugons themselves.

Exhaustion of a widely-used resource has ever bemmmon challenge to existing
technologies. Running out of timber or buildingrst or, because of population
growth, out of habitable land are examples whidhcged. As one particular pattern
of human exploitation of the environment beganrtooeinter difficulties, thanks to
exhaustion of one or another key resource, hungenimty had to find new ways to
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live, acquiring new supplies by trade or war offinging replacement technologies.
From a dissipative systems perspective, this fsrgerganisation.

Note that if a society has reached its capacigctjuire and use a particular form of
energy, a new technology which uses that form efgyncan only be taken up if the
use of an existing technology processing that gniengn is discontinued. The need
to re-allocate a fixed labour force if a new forfrsocial organisation is to be
implemented is a good example. In more recentgjraecourse, many such re-
allocations are made through markets. A corollarthisre-allocation principleis
that technology development does tend to follove@nomising principlenamely,

to use as few resources as possible to satisfgtgteneeds, particularly those in
limited supply’®

Technologies Come and Go

Why do technologies disappear? One reason habgastgiven but basically it has

to be because the niches (needs) they are filisapgear or their niches can be better
filled by other means. Weapons provide good exampf both processes.
Sometimes one can track a technology as it is kesilagted to a changing niche till,

at some arbitrary point, it ‘disappears’ by morghinto a new technology.

Sometimes there is genuine coevolution betweenitiie and the technology; pot-
making is one example, writing is another.

And, between birth and death, why do technologegsipt? A promising new
technology is not taken up rapidly unless it is dsgd from above as may happen in a
stratified society. Otherwise, it diffuses througtd eventually saturates its niche as
more people learn of, become aware of, its utiliynd when it does disappear, it is
more likely to fade away than vanish overnight;esslof course the society in which
it is embedded suffers a collapse. Like many difin processes, the rates at which
technologies spread tend to follow logistic or &y#d curves, ie slowly at first, then
rapidly, then slowly again. Truly fundamental teologies like language and writing
seem destined to persist as long as their parerdtss persist. More generally, new
communication technologies have a special potetttimicrease the diffusion rates of
other types of technologies.

In a general way it igertia, society’s tendency to resist change, which slowh bo
the rise and fall of an emerging technology. RobBexdgshon gives several
examples® The physical use of space in the past (eg strestrected, forests
cleared) raises barriers against and reshapestappas for future change. His
second example is institutional inertia. The stad@amalysis of institutional change
sees ageing institutions becoming trapped in aopadnce crisis until a political
crisis shifts the balance of power in a way whittbves a radical overhaul of the
‘rules of the game’ Dodgshon’s third example is ‘knowledge inertacieties
transmit information in the form of cultural norrif®w to behave, what recipes to
use) from generation to generation and while tieeeedegree of selection and novelty
in what is passed on, most is handed down unchanged
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Inertia is not necessarily irrational. For examfltgk in’ is the name given to the
situation where an institution or organisation gguees that a new goal-seeking
strategy would be more cost-effective than cursérategy (equals initial conditions)
if it were not for the investment cost involvedsivitching to the alternative. And, as
suggested earlier (Chapter 6?7?) risk of failunisther reason for inertia. For
example, in hunter-gatherer societies operating siaival thresholds (eg the end of
the last ice agejechnostasiss the norm, ie the technology suite neither exlgaror
contracts. Why? The penalty for committing toeavriechnology which might
subsequently fail is too high.

The obverse of inertia is stability. When technasgersist for a long time, they
provide conditions, a nurturing environment, ungich less stable technologies can
evolve and adapt to the enduring technology. Aelttsrto acultural materialistview
of society are ‘infrastructure determinists’ wh@gast that the entire structure
(organisation) of any socio-cultural system restshe way the society exploits its
environment to meet the biological and psycholdgiesds of the populatiofi. That
is, the (slow-changing) mode of production detemnithe forms of families,
collectives and other group structures which im tetermine the behavioural and
cognitive superstructure (social and cognitivéntextogies) of society. Infrastructure
is given this leading role because it reflectsvilag a society adapts to its
environment to meet basic needs---society’s print@si. Group structure and
mental and cultural superstructure must necessaatdpt to be compatible with the
‘given’ infrastructure (our values depend on the agwhich we live). There is a
clear debt in this thinking to Marx's basic ideattiocial life is shaped by the way
people engage nature through production and teanttde of material production
nurtures the forces which will guide social aligmtgesuch as class.

Cultural materialists nonetheless view societiegeag stable systems with most
changes in structural, infrastructural or supecstral technologies being resisted and
dampened elsewhere in the system. Most succesglfial shanges start with a mutual
change in both the production system and its enment. Elwell (1991: 11) claims
that many of these reconfigurations have been @dsatigt extract more energy from
the environment, particularly where this favours wellbeing of elite groups.
Intensification of the production system in thisy@ads eventually to some form of
environmental depletion and then to either a sudddapse of the cultural system or
a shift to a new mode of production. If the cudtshifts successfully, intensification
starts all over again.

Fernand Braudel, the great French historian, hamhgparable hierarchical view of
social change. He saw geography as the enduriigpement within which layers of
institutional and psychological structures emerged remained stable, often for
generations, before crumbling aw&ylt is a view which equates with Eric Fromm’s
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aforementioned [[?7?]] observation, that a sociesgsial character will change readily
to be compatible with its production systém.

Confliction and Co-operation have Long Shaped thehfiology-mix

Confliction and co-operation are pervasive beha@au primate society (societies).
Both can be regarded as ‘umbrella’ strategies (oirhnologies?) under which
numerous social technologies for stabilising andiqranding energy flows have
evolved. Co-operatioantails people working together to one end (egyrdihg

party) and conflict entails people trying to thwart other’s behaviour (eg, war).
Both can be traced back to the primate trait ahgvn groups, each occupying a
more-or-less fixed territory. This is, in sevenalys, an energy-efficient form of
social organisation: being familiar with a territoneans more efficient food-
gathering and confers a knowledge of its dangetssjhoving in groups, among other
advantages, allows food-sharing, an early formoebperation. Conversely, as an
evolved ‘technology’ which differently helps to mé&ain this form of social
organisation, primate groups attempt to aggressingbel trespassers, particularly of
their own species---an early form of conflict. Aggsion is behaviour intended to
threaten or inflict physical injury on another. tfibal societies aggression is
channeled and limited by customs rules, tabooslets.further limited by the
weapons available. Wesson [[??]] makes the obBenvthat, in tribal society, most
aggression is initiated at the group level and nmadividuals simply conform, ie
individuals are not particularly aggressive.

By late Pleistocene times, aided by language as@dination technology, hunter-
gatherer groups had acquired well-developed staxainologies for protecting and
exploiting ‘the leverage of collective action’ withthe group and, to some extent,
between groups (eg, inter-marriage, trade). Withengroup, behaviour would have
been regulated by rules of co-operative conducgig@xchange) which were partly
instinctual and partly learned. Co-operation istlieought of as a strategy for
amplifying the benefits of what can be achievednalviduals acting alone. Pooling
of muscle-power, food, memory and artifacts ararglas relevant to a tribal society.
The kinship system can be thought of as a techgobddgch, by creating an extended
family, secures everybody’s co-operation.

But, if it is to survive, co-operation has to bemtored to ensure that its dividends
are fairly distributed. Co-operation based ondaireciprocity (immediate mutual
aid) presumably evolved at some stage into a mem@pgndent system of indirect
reciprocity where co-operative behaviour coulddmgtimately rewarded at a later
time and by people who had not benefited directiynfthe initial altruism. Indirect
reciprocity is clearly an efficient rationale far-operation but how, or if, it could
have evolved through natural selection is a maftesome debate.

The role of aggression and hostilsthin the group is mainly to establish
hierarchical standings and to protect the male-ferpairing relationship, both
behaviours which can be argued to have adaptiveevaiaving a leader is the extent
of hierarchical organisation in tribal groups. #gp with a courageous, skilled and
aggressive leader stands to multiply and gain ¢learty of greater numbers and a
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larger territory at the expense of other groupsnv@rsely, the efficiency of hunting
and gathering for acquiring food declines beyomeérsain group size. Tribal groups
therefore tend to have upper and lower limits @irthize and much of our species’
social behaviour is adapted to living in groupssaly, less than a hundred where all
are known to each other.

The important conclusion emerging here is thatdeamoverning co-operative
behaviour and a code governing confliction (someld@all it competition) were the
twin foundations of tribal and inter-tribal soc@lganisation. Indeed, both can be
seen as aspects of an even higher-level stratagyely inter-dependent decision-
making. The further genetic role of these codes mwanaintaining the system of
small isolated groups which has been an ideahsggfitir rapid biological evolution.
Both of these codes are elaborately adapted tbuhtng and gathering mode of food
production which hominids have followed for 99%loéir history.

But in the Holocene era, starting with a switcltha mode of food production to
herding and cropping, these deeply engrained, llatgeonscious, behaviour codes--
-probably what most people mean by ‘human natumére increasingly required to
guide behaviour in circumstances under which the/ ot evolved. As food
surpluses per field worker increased, first undiéige agriculture and then within the
irrigation civilisations, niches were created fotlo conflictual and co-operative
strategies, both within and between societies.

While surpluses meant increased possibilities donmunities to co-operate with each
other through trade, stored food surpluses alsarbe@ new primary energy source
for marauders. Here was a novel way of extraaimgrgy from the environment, one
that yielded the human energy of slaves as wdbb@d. Marauding was a conflictual
technology which evoked countervailing technologesh as improved weaponry,
static defences, larger settlements and, in tita@dsng armies. It was marauding
which evolved in time into inter-state and intergera warfare.

Simultaneously, the new surpluses were also evdbartly co-operation and
confliction within the growing communities themsedv Surpluses allowed a division
of labour and skills between field workers and thao managed and protected the
new production systems. This division of labousvaa important co-operative or co-
ordinating technology which allowed all participamd get more than they could
alone or in smaller groups. But, over time, whed lariginally been a reciprocal
exchange tended to become unbalanced with memb#rs management class
accumulating more benefits than field workers,udahg economic and political
power. Despite the risk of killing the goose tlagis the golden eggs, it seems that
once a group has obtained control over how sumgatesgy is used it is unwilling to
return to a more equitable co-operative organisaticsociety.

By developing a suite of coercive, persuasive algbshaping technologies, ruling
elites were able to extract maximum energy surglfisen their domesticated
majorities for much of the Bronze Age. But whileshpeople are accepting of
authority in their lives they also have a limittkeir tolerance of inequality and there



was a high, but little recognised, level of resesritrand revolt in many agrarian
societies’?

Along with the invention by Bronze Age states ohgoest and empire-building as a
technology for acquiring food and human energywedacame the scaled-up use of
coercion to increase food production and to transf@ximal surpluses to the
conquerors. Diverse technologies for the prosenudf war and the management of
colonies emerged to support the use of conflisietture energy supplies.

For further understanding of the roles of conftiateind co-operation in shaping
technology mixes across Eurasia in the millennfadeethe Common Era, it is helpful
to think ofH. sapiensas organised into pseudospecies, more commoiglynfiict

with each other than co-operating. Thus warringtaading states and empires were
behaving as pseudospecies and, within individaést powerful ruling classes and
the masses they dominated also functioned as pspedes. Notwithstanding the
waste and misery of all this, we have here a sysifiesocial organisation which was
stable (ie persisted) for most of the Bronze Aljavas only for a brief time, starting
with the axial age religions and limited democracthe Greek city states, that post-
tribal humans moved a small way past seeing sesies naturally divided into all-
powerful rulers and masses with minimal rights.

Once a society has split into pseudospecies---graugh divergent interests---the
tendency is for each pseudospecies to developlso@agerial etc technologies which
further its own interests and, where they canufpsess technologies which threaten
those interests. For example, while new mateg@ologies proliferated in the
egalitarian societies of the early stages of thelithéc revolution such innovations
were quite rare for much of the Bronze Age. Gigesurplus of raw human energy
(slaves and serfs) in the irrigation civilisatiorisyas not in the rulers’ interests to
encourage unsettling innovations which might hadeiced workloads for food
producers. On the contrary, social technologiesisorbing labour, building
monumental structures for example, were develo@ah projects, like many social
technologies are simultaneously co-operative (peworking to a common end) and
conflictual (enforcing co-operation). But whetlseich conceptualisations were
consciously recognised at the time seems doubtful.

Recapitulation

A basic framework for understanding eco-culturadlation can now be drawn
together. It starts from a recognition that humiaange long been organised
hierachically into ‘larger’ social groupings, eaathwhich is made up of multiple
‘smaller’ groupings; and each smaller groupinguigher divisible into even smaller
groupings. Discussion above was limited to largeugings called states-empires and
smaller groupings of workers and elites withinesabut could have been extended to
a consideration of various categories of workeselites or, indeed, to families and
individuals.

8 (Richerson and Boyd (1998, 1999) p227). Le Bl20@3



Humans are all one species we know, but calling gacuping, large or small, a
pseudospecies captures the idea that groups, hasnetiependently pursuing their
members’ security and quality of life, interact@peratively and conflictually with
other groups of not too dissimilar size and endigys---just like species in

canonical ecosystems. The result has been a katmgdic history of groupings

which, throughout the portion of the Holocene agamt interest, have stagnated,
stabilised, grown, regressed, branched, amalganette@ach pseudospecies persists
for a time through the repeated use of a mix dinetogies (material, social,
cognitive, communicative) which more-or-less s&sstheir material, social and
psychological needs.

In parallel, each pseudospecies’ technology-mip&esvolving (sometimes by
acquisition, sometimes by an endogenous procesariaition and selective retention)
as it attempts to adapt to the vagaries of therabgmvironment and to the threats and
opportunities of its broader social environmentasstituted by other pseudospecies.
While we have canvassed a wide range of factoexr@etics, inertia, initial
conditions...) which play a part in determining wkexthnologies, if any, might
emerge in specific situations, none stand out agylstrongly predictive of what will
eventuate. The best we can say is that, retraspggtone should be able to invoke
these factors to plausibly explain particular inabans. Putting this more positively,
a knowledge of their historical context is neededriderstand and be unsurprised by
contemporary events.

Coevolution of pseudospecies

How important is coevolution (mutual adaptationjvween pseudospecies in this
abstract descriptive model of eco-cultural evolf@iols there pattern in the way that
relations between pseudospecies evolve over tikgabove, it is difficult to predict
what will happen in specific situations but, pradgdthat two (or more) interacting
pseudospecies are embedded in a larger envirorwiieme energy flows are
relatively stable, you would at least expect angaing interactions between those
pseudospecies to ‘grope’ towards more co-ordinatidind that will be so even when
one has much more social (military, political giover than the other.

Being co-ordinated means that each pseudospegesdiadardised, perhaps
formulaic, responses to particular behaviourshenpart of the other. Because
standardised behaviours (habits) are energy-conggm®ven tacit co-ordination is a
form of co-operation. Nor is co-ordination neceggancompatible with conflictual
relations. Even wars are loosely governed by rwleish limit damage.
Pseudospecies whose core behaviours are closeydomted tend to become
inextricably interdependent and therefore stangktsignificantly disrupted by
disturbances to their inter-relationships. Thithis downside of too much co-
ordination; unforeseen disturbances readily threatability. Note the parallel to the
short-sightedness of natural selection in bioldgee@lution. In such situations, if
decision-making were to be centralised under omé¢ralting agent, individual
pseudospecies, while losing some of their identitight be protected from their own
inflexibility. For example, if two warring stat@se integrated into a larger empire,
they will be precluded from tit-for-tat war and givthe opportunity to interact more
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productively. New forms of co-ordinated and celigeal behaviour are discovered by
experiment, either purposeful or playful. Whentsagperiments produce ‘improved’
behaviours, these are retained---a process ofamidisuccess. Societies stand to add a
new hierarchical level each time newly centraligemlipings of pseudospecies begin
another round of co-ordination.

A sufficient set of ideas?

In this chapter we have reviewed, briefly and p#cthe eco-cultural evolution of
human societies in Eurasia from the time of thetérugatherers who walked out of
the last ice age through to the increasingly cansccivilisations that appeared in the
wake of the Bronze Age in the centuries prior ® @ommon Era. This 10 ky period
saw three fundamental cultural shifts. One wassthi by Neolithic village
communities to using domesticated plants and asiastheir primary energy
sources. The second, based on the achievemssgiohal food surpluses, was the
further shift to a pattern of stratified urban stigs in which surpluses were used to
support populations of specialist workers, inclgdomiests and soldiers. Grafted onto
this urban revolution was the widespread use bgniged states of warfare,
colonisation and enslavement to (it was hoped)regquotect and enlarge their
energy supplies.

The Bronze Age ended with the breakdown of whatbbembme a shifting pattern of
warring empires due, maybe, to both natural ca(desate change, earthquakes?)
and, for what were still tribal minds, the unmarege complexities of empire. The
tribal mind had failed to cope with what it hadated and, in its place, built on two
co-evolving technologies of the most fundamentatikihere emerged the modern
mind. One was a form of writing which had symbiolsvowels, a communicative
technology which could capture and store speech.otlher was the self-aware
reflective mind, a cognitive technology embodyihg skills to formulate and choose
between alternative ideas and courses of actiois.Wés the third revolution, what |
earlier called the consciousness-cognition revoitutilt was a revolution which
strongly shaped the cultures of the Greek and Ramaires while they lasted but
had less impact elsewhere. Nonetheless, the sé@udividualism had been sown,
and sat quietly through the Dark Ages, ready tospduring the Renaissance Spring.

The question we end on now is whether the coewmiatly processes that have been
identified and developed as tools for explainind anderstanding what happened to
human culture in the Holocene, prior to the Comraom will suffice to explain and
understand cultural change thereafter. Our hyswthse that the types of eco-cultural
evolutionary processes identified in the Holocemekdte also outline the possibility
space within which those same processes coulddinfahe Common Era. There is
no reason to suppose otherwise, even thoughritestiat the last 2000 years have
seen massive and accelerating changes in populatengy-materials use,
environmental impacts, human knowledge and relakigps within and between
pseudospecies. Cultural capital, meaning stocksatérial, social, cognitive and
communicative technologies has similarly grown.efehhave been revolutions galore
including transport revolutions, fuel revolutiotise scientific revolution, the
industrial revolution, the electronics revolutidihe computing revolution, political
revolutions, values revolutions...



Many of these changes have been surprising to thasg through them. Others
have crept up on people. But, looking back, naeexaysterious, not even
consciousness if one can accept this cognitivent@olgy as an expression of
increasing language skills. A multiplicity of el factors complicates
understanding of some major changes and a simgieofanformation draws a vell
over others. Notwithstanding, it has been possibtell a rich plausible story about
eco-cultural evolution up to the common era. Asrbkxt step towards building a
practical understandingf the contemporary world, and taking a similapra@ach, we
turn now to an overview, brief and patchy still,ezo-cultural evolution during the
Common Era.



